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  Abstract     As credit card usage has expanded rapidly worldwide, credit scoring has become 
a very important task for banks, which can benefi t from reducing possible risks of default. 
Credit scoring models help decision makers to decide whether to issue a credit card to a new 
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applicant on the basis of both fi nancial and nonfi nancial criteria. The scope of the current 
study is to develop a dynamic scoring model that (a) estimates the credit performance of an 
applicant using generalised linear models and (b) accommodates the changes of a borrower ’ s 
characteristics after the issuance of the credit card and forecasts the time of default using 
survival analysis.  
   Journal of Financial Services Marketing  (2008)  13,  17 – 27.  doi: 10.1057/fsm.2008.2    
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databases, classifi cation analysis for credit 
scoring is used to categorise a new applicant 
as either  ‘ accepted ’  or  ‘ rejected ’  with respect 
to their features such as age, income and 
martial status.  2   Classifi cation analysis for 
behavioural scoring models is used to 
describe the behaviour of existing customers 
and to predict future purchasing behaviour 
status.  3   

 Credit scoring models and their 
classifi cation techniques are under 
examination in this study. The accuracy of 
their estimations over a period of time is an 
emerging issue in the fi eld of fi nancial 
scoring. The majority of these models assign 
credit applicants to either a  ‘ good credit ’  
group, which is likely to repay a fi nancial 
obligation, or a  ‘ bad credit ’  group, with a 
high probability of defaulting on the 
fi nancial obligation and hence their 
application should be denied,  4   but they do 
not consider information related to the 
timing of the events. 

 The purpose of this paper is to develop a 
two-stage dynamic Credit Scoring Model in 
order to estimate (a) the risk level of a credit 
card applicant and (b) the probability of 
default during a pre-specifi ed period of time, 
the length of which is determined by the 
bank ’ s management team. The proposed 
model begins by evaluating the fi nancial 
credibility of all applicants, and continues by 
predicting future repayment behaviour for 
those who have been characterised as 
creditworthy customers. By taking into 
account demographic and socio-economic 
data, the model determines factors that 

 INTRODUCTION 

 Socio-economic changes on a global level, 
coupled with technological advancements, 
have changed the traditional banking 
environment. Over the last three decades the 
cash-oriented society has been transformed 
into a  ‘ plastic money ’  society. The difference 
lies in the fact that more and more business 
is now transacted in a computer-mediated 
environment. Transactions, bill payments, 
purchasing, reservations (hotels, travel or 
cinema tickets) and other similar activities 
tend to be carried out electronically. The 
demand for credit card issuance has been 
augmented dramatically and, as a result, the 
bank industry has been prompt to develop 
credit scoring models in order to estimate 
quickly and accurately the credit performance 
of each applicant and to decide whether to 
issue a credit card. Scoring models have 
become of primary importance in the 
fi nancial environment. 

 Credit scoring has gained attention as the 
credit industry benefi ts from timely decisions, 
reduction of possible risks, improved cash 
fl ow and proper credit collections. Thomas  1   
identifi ed two types of decisions that banks 
who lend to consumers have to make. First, 
they should grant credit to a new applicant, 
and secondly they have to continue and 
extend their cooperation with existing 
customers. Techniques that help with these 
decisions are called credit and behavioural 
scoring models. The main objective for both 
types of scoring models is to classify 
customers into groups. Applied to bank 
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signifi cantly improve an applicant ’ s risk level. 
The dimension of time that has been taken 
into account in those estimations is a basic 
difference of the proposed model as 
compared to other similar models that can be 
found in the literature. 

 The remainder of this paper is organised as 
follows: The next section gives a brief 
overview of the existing literature. The 
subsequent section presents the proposed 
model, while the penultimate section looks at 
the model ’ s application on a real case and 
discusses the results. Finally, the last section 
summarises the conclusions and suggests areas 
for further research.   

 LITERATURE REVIEW 

 Credit scoring modeling has become a core 
component in risk management systems at 
banks and fi nancial institutions. In fact, banks 
are prompt to develop or buy such models in 
order to make the whole procedure of 
evaluating credit card applications faster, 
easier and more accurate. The objective of 
credit scoring models is to decide whether or 
not to grant credit to an applicant. Therefore, 
credit scoring models basically belong to the 
fi eld of classifi cation problems.  5   

 Common methodologies take a sample of 
existing customers and classify them into 
good or bad depending on their repayment 
performance over a fi xed period.  6 – 8   The most 
commonly used credit measurement 
methodologies are (a) discriminant analysis,  9 – 11   
and (b) logistic regression analysis.  12,13   Both 
have the merits of being conceptually 
straightforward. 

 Discriminant analysis is a predictive model 
of group membership based on observed 
characteristics of each group member. It was 
fi rst proposed by Fisher  14   and looks for the 
best linear combination of the predictor 
variables in order to classify the factors under 
examination into two or more groups.  1,5   
Based on the above criterion, an observation 
is classifi ed into a group on the basis of a set 
of predictor variables. However, linear 

discriminant analysis has often been criticised 
because of the following strict prerequisites it 
sets: (1) The nature of credit data must be 
categorical; (2) The data must be independent 
and normally distributed; (3) The covariance 
matrices of the good and bad credit groups 
are unlikely to be equal. Moreover, the 
obtained results do not provide any estimate 
of the associated risk. 

 Linear regression analysis is widely used in 
order to relate the probability of a binary 
outcome with a set of explanatory variables. 
Logistic regression models can estimate the 
probability of an applicant ’ s credit status and 
give a better understanding of the fi nancial 
risk distribution than the discriminant 
analysis approach. More specifi cally, they 
determine the conditional probability of an 
applicant to repay a fi nancial obligation, given 
the values of the independent variables of the 
credit applicant.  4   Furthermore, those models 
do not necessarily set the strict application 
prerequisites of the discriminant analysis 
approach. 

 In cases where the relationship between 
the dependent and independent variables is 
not linear and hence the two previous 
models are not applicable, neural networks 
may be used.  15 – 17   Neural networks process 
information through the interactions of a 
large number of processing units and their 
connections to external inputs. They are 
found to be increasingly useful in modelling 
nonstationary processes due to their 
outstanding generalisation capability.  18   
However, they have been criticised for the 
length of the process in obtaining the 
optimal network ’ s topology and the diffi culty 
in identifying the importance of potential 
input variables. 

 The performance of a credit scoring 
model using the hybrid modelling procedure 
with artifi cial neural networks and 
multivariate adaptive regression splines 
(MARS) is explored by Lee  et al .  19   They 
used MARS in order to identify the 
signifi cant variables, which may then serve as 
input nodes to the neural networks model.
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Regression spline approach models the 
mean outcome as a piecewise polynomial, 
such as a piecewise continuous linear 
function or a piecewise cubic function with 
continuous derivative of a predictor variable. 
A piecewise polynomial function  f  ( x ) can be 
obtained by dividing the range of each 
predictor variable into one or more intervals 
and representing the function  f  by a separate 
polynomial in each interval. 

 Lee  et al .  19   developed another credit 
scoring model by using two data mining 
techniques: classifi cation and regression tree 
(CART) and multivariate adaptive regression 
splines. Both these models give better results 
as compared to classical credit scoring 
models. However, they have certain 
limitations related to interpretative diffi culties. 

 All the above models are useful in data 
classifi cation, but they do not consider 
information related to the timing of the 
events and cannot handle time-dependent 
covariates. Hyun  et al .  6   looked at the 
extension of the survival analysis model to 
analyse personal credit risk. In their study, 
they used a survival analysis approach in 
order to determine the time when  ‘ good ’  
customers become  ‘ bad ’  as well as the default 
probability of credit applicants or existing 
customers. 

 Summarizing, we can say that the existing 
literature focuses on credit risk models based 
on binary classifi cation approaches. Most of 
these models classify an applicant according 
to their characteristics as shown in their 
application form. However, the change of the 
characteristics over time is not an issue under 
consideration. Although recent researchers 
look at scoring approaches using data mining 
techniques, the length of the observation 
period to predict a borrowers ’  credibility is 
a point that needs further attention.   

 THE PROPOSED MODEL 

 Having completed the brief literature review, 
we will now go on to present the proposed 

model. Since logistic regression analysis and 
survival analysis are the basic statistical 
techniques used in the process of building 
our model, we will start by presenting their 
key points as seen from the viewpoint of 
their utilization in our model. Then we will 
go on to describe the problem on which our 
model will be applied and outline its solution 
methodology. Finally, all the solution steps 
and the statistical techniques used for their 
implementation will be integrated into the 
proposed model, which is formulated 
accordingly.  

 Statistical techniques  

 Logistic regression 
 Logistic regression analysis is widely used in 
order to relate the probability  p   j   of a binary 
outcome with a set of explanatory variables 
 x   ij  . The probability  p   j   is expressed as 
follows:   

pj
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exp
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x x
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 where  x   ij   are the explanatory variables,   �    I   are 
the regression coeffi cients of independent 
variables and   �   0  is the constant term.   

 Survival analysis 
 Survival analysis is a collection of statistical 
methods for data analysis used when the 
outcome variable of interest is the time from 
the beginning of an individual ’ s observation 
until an event occurs. We usually refer to this 
event as  ‘ failure ’  and to the time up to this 
event as survival time ( T  ), since it gives an 
indication of how long an individual has 
survived over some follow-up period. At this 
point, it should be noted that the time to 
failure may be fully observed for some 
individuals, but only partly for others who 
are somehow  ‘ censored ’  (ie lost) at some 
point in time ( ‘ censoring ’  time) in the 
observation period. 
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 The probability that an individual ’ s survival 
time is longer than a given value  t , is 
expressed by survival function  S ( t ) which is 
defi ned as follows:   

S t P T t F t( ) ( ) ( )= > = −1
 

(2)
    
 where   

F t P T t( ) { }= �
 

(3)
    
 is the cumulative distribution function of 
survival time. 

 There are several ways of presenting 
survival functions in a curve form. In our 
case since time horizon is specifi ed, the 
Kaplan – Mayer method is used.    

 Problem description 

 Consider a fi nancial institution or a bank, 
where many application forms for credit card 
issuance have just been received. The credit 
card department must estimate quickly and 
accurately the credit risk level of each 
applicant and decide whether or not to issue 
a credit card. Information about each 
individual ’ s banking activity (debts, number 
and types of cards they hold, etc) as well as 
demographic and market data are provided 
within the application, submitted to the bank 
and can be utilised in order to forecast the 
potential of each individual ’ s application. Our 
objectives in this work are to   

 identify the factors on the basis of which 
an applicant is classifi ed as suitable for 
holding a credit card, 
 estimate the credit performance of each 
applicant and classify applicants into two 
groups,  ‘ good ’  and  ‘ bad ’ , 
 estimate the time of the default 
probability for each  ‘ good ’  applicant and 
 identify the factors that determine the 
probability of default within a period of 
time.   

 The steps taken towards achieving those 
objectives are described below.  

—

—

—

—

 Identification of explanatory variables 
 In developing a credit scoring model, 
controllable and noncontrollable factors, 
which infl uence the risk level of an applicant, 
must be considered. Those factors are 
expressed by the respective variables  x   ij ,  
where  i  and  j  are indices referring to the 
specifi c factor and applicant, respectively. The 
values of all explanatory variables for a 
specifi c applicant are included in her 
application form. The 11 independent 
variables that have been taken into account 
in this work are presented in  Table 1 . 

 It should be noted that variables  x  2 j   and 
 x  5 j ,  to which we will be referring in the 
course of this paper, are defi ned as follows   
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 Estimation of an applicant ’ s risk level 
 The risk level of an applicant is defi ned by a 
set of explanatory variables and is measured 
by the logistic regression equation. In other 
words, the probability that the bank will issue 
a credit card for the  j -th applicant with 
 n -specifi c characteristics as expressed by the 
explanatory variables  x   ij  , is given by  p   i   as 
defi ned in the section Logistic Regression. 
(1). By applying logistic regression analysis, 
the model identifi es the statistically signifi cant 
variables and uses them to calculate the 
probability  p   i   for every applicant, thus 
classifying applicants into two groups: credible 
and noncredible. If this probability is equal to 
or greater than 0.5, then the respective 
application is accepted. The value of 0.5, 
as a cut-off value, is widely used in the 
literature.  20,21   Through LRA, factors that can 
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signifi cantly improve the probability of credit 
card acceptance are also identifi ed.   

 Estimation of a  ‘ good ’  applicant ’ s 
probability of default 
 Apart from estimating an applicant ’ s risk level, 
the bank is also interested in calculating the 
probability of default for all applicants who 
have been classifi ed as  ‘ Credible ’ . By applying 
survival analysis to the group of credible 
applicants, the model estimates this probability 
as well as the failure time of each  ‘ good ’  
applicant over a specifi ed period of time.    

 Model presentation 

 The proposed dynamic credit scoring model 
consists of two stages: A and B. Stage A classifi es 
all potential credit card-holders into two groups, 
credible and noncredible, while Stage B focuses 
on the credible applicants and calculates the 
probability of default and the failure time. The 
steps taken in every stage are described below. 

   Stage A   
  Step A1 :  Input of the: 
    •    total number of applicants ( m ) 
    •    number of explanatory variables 

( n ) and their values 

  Step A2 :  Application of logistic regression on 
controllable and noncontrollable 
explanatory variables  

  Step A3 :  Identifi cation of the statistically 
signifi cant variables  

  Step A4 :  Estimation of all applicants ’  risk 
level 

  Step A5 :  Classifi cations of applicants into 
Group 1  ‘ credible applicants ’  and 
Group 2  ‘ noncredible applicants ’  

   Stage B   

  Step B1 :  Input of the:  

    •    number of Group 1 credible 
applicants ( l ),  

    •    number of statistically signifi cant 
explanatory variables ( k     <     n ) and 
their values (we use only the 
variables identifi ed as statistically 
signifi cant in Stage A).  

  Step B2 :  Application of survival analysis 
(Kaplan – Mayer)  

  Step B3 :  Estimation of the time until the event 
will occur, that is, a credible applicant 
will default 

  Step B4 :  Elaboration on the differences among 
credible applicants 

  Figure 1  gives a schematic overview of the 
two-stage dynamic credit scoring model 
presented above.    

  Table 1       Explanatory variables 

  Type    Notation    Name    Scale  

 Noncontrollable (demographic data)   x  1 j    Gender  Binary: 1=male, 0=female 
    x  2 j     Á ge  Ordinal 
    x  3 j    Education  Ordinal 
    x  4 j    Marital status  Binary: 1=married, 0=otherwise 
        
 Controllable factors (economic data)   x  5 j    Monthly income  Ordinal 
    x  6 j    Period of time in the same 

work 
 Binary: 1=a year or more, 
0=otherwise 

    x  7 j    Financial credibility  Binary: 1=bankruptcy, 
0=otherwise 

    x  8 j    Own property  Binary: 1=yes, 0=no 
    x  9 j    Holder of other credit cards  Binary: 1=yes, 0=no 
    x  10 j    Banking activity  Binary: 1=yes, 0=no 
    x  11 j    Preferred credibility limit  Continuous 



 Two-stage dynamic credit scoring model 

© 2008 Palgrave Macmillan Ltd 1363-0539 $30.00 Vol. 13, 1 17–27  Journal of Financial Services Marketing 23

 MODEL APPLICATION 

 The proposed two-stage dynamic credit 
scoring model has been applied on data 
drawn from a leading European bank 
( n     =    350). Applicants were asked to fi ll out a 
form for credit card issuance, containing 
information such as property, banking activity, 
preferred credit card limit, age, gender, 
education, profession, current work status, 
monthly income and marital status. 

 The application of Stage A of the model 
to our data shows that the risk level of an 
applicant is determined by monthly income, 
age, own property and fi nancial credibility. 
Since the level of signifi cance of factors like 
education and holding other credit cards was 
found to be low, these factors have been 
parameterized in the constant term of the 
logistic equation. It should be noted that the 
two variables of monthly income and age 
were found to be statistically signifi cant for 
applicants belonging to two age groups 
28 – 40 years and 41 – 50 years, with monthly 
income of  S 801 –  S 1,700 or above  S 1,700.  22   
Stage A concludes with the applicants ’  
database segmentation into Group 1 credible 
applicants and Group 2 noncredible 
applicants. The model estimates that Group 1 
contains 46 per cent of the applicants (ie 
158), thus indicating that the bank will issue 
a credit card only to them. Having defi ned 
Group 1 and Group 2, we will proceed to 
Stage B and continue our analysis with the 
credible applicants ( l     =    158). 

 The application of Stage B of the model 
to the credible applicants gives an estimate of 
their probability of default over a time 
horizon of 25 years as set by the bank ’ s 
management. The model shows that the 
mean default time is estimated to be 15.4 
years. The rather long survival time is 
explained by the mentality and the culture of 
Greek bank customers, the vast majority of 
which remain, under normal conditions, loyal 
to their bank. 

 It should be noted that in estimating this 
mean time, only factors identifi ed as 
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statistically signifi cant in the previous stage 
have been used. Hence, characteristics such as 
fi nancial condition and property, which are 
common for all applicants of Group 1, have 
not been taken into account. 

  Figures 2 and 3  present the differences in 
survival time among the applicants due to 
differences in income and age, respectively. 

  Figure 2  presents the survival functions for 
credible applicants who have a monthly 
income between  S 801 and  S 1,700 and 
belong to two different age categories: 
category (a) 28 – 40 years old and category (b) 
41 – 50 years old. Category (a) appears to have 
consistently better survival prognosis than 
category (b). The mean time until the event 
of default will occur is estimated to be 17 
and 12 years, respectively. 

  Figure 3  presents the survival functions for 
credible applicants who have a monthly 
income of more than  S 1,700 and belong to 
the age categories (a) and (b), as defi ned 
above. By comparing the two plots, we 
conclude again that the prognosis for 
category (a) is better than category (b). 
However, the two curves are very similar 
during the fi rst fi ve years, but quite different 
after ten years. The mean survival time is 
approximately 17.5 and 14 years, respectively. 
The longer default time in the case of 

younger applicants is explained by the fact 
that they have a potentially longer 
cooperation time with the bank. 

 At this point it is also interesting to 
observe the two Receiver Operation 
Characteristic (ROC) curves provided by the 
two stages of the model, using logistic 
regression analysis and survival analysis, 
respectively ( Figures 4 and 5 ). 

 Both the above curves are plots of the true 
positive rate (sensitivity) against the false 
positive rate (1-specifi city) for the different 
possible cut-off points of a classifi er. It is 
noted that the true positive rate (sensitivity) 
expresses the percentage of credible applicants 
correctly classifi ed by the model, whereas the 
false positive rate expresses the percentage of 
credible applicants wrongly classifi ed. 

 By looking at those curves, we can also 
conclude that   

 in both of them any increase in 
sensitivity is accompanied by a decrease 
in specifi city and 
 both of them are located left to the 
diagonal, implying the correctness of the 
classifi cation criterion in both LRA 
(credible and noncredible applicants) and 
survival analysis (switching behaviour or 
not).   

—

—

  Figure 2          Survival function (Income between 801 and 1,700 S )  



 Two-stage dynamic credit scoring model 

© 2008 Palgrave Macmillan Ltd 1363-0539 $30.00 Vol. 13, 1 17–27  Journal of Financial Services Marketing 25

 We have so far in this work used logistic 
regression analysis for classifying our data into 
two groups of credible and noncredible 
applicants. An alternative method for 
grouping data is the use of discriminant 
analysis as mentioned in the Literature 
Review section.  Table 2  presents an overall 
measure of the classifi cation correctness for 
both logistic regression analysis and discriminant 
analysis. This measure expresses the average 
percentage of the credible and noncredible 
applicants classifi ed correctly by the model. 

 As we can see, the logistic regression 
analysis, which has been used in our model, 
gives better results. This is consistent with 

  Figure 3          Survival function (Income more than 1,700 S )  

 Figure 4          ROC curve LRA  
 Figure 5          ROC curve SA  

  Table 2       Overall correctness of classifi cation 

    Logistic 
regression 
analysis (%)  

  Discriminant 
analysis 
(%)  

 Average percentage 
of credible and non-
credible applicants 
correctly classifi ed 

 71.87  60.5 
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similar fi ndings reported in the literature 
(Desai  et al .,  9   Harrell and Lee  23  ). 

 Banks ’  experience has shown that the cost 
of issuing a credit card to a defaulter is 
greater than rejecting a good applicant. 
Hence, the percentage of noncredible 
applicants correctly identifi ed, is another 
important measure of the model ’ s 
effectiveness.  Table 3  presents the percentage 
of noncredible applicants correctly classifi ed 
by the two different techniques. 

 As in the previous case, the logistic 
regression analysis gives better results.   

 CONCLUSIONS  —  SUGGESTIONS 
FOR FURTHER RESEARCH 

 In this paper, we have presented a model 
assessing the credibility of potential credit 
card-holders, thus classifying them into 
credible and noncredible and then estimating 
the probability of default and the survival 
time of those applicants who have been 
classifi ed as credible. A number of 
demographic and fi nancial factors have 
been used for those estimations. The 
dimension of time that has also been taken 
into account in those estimations is a basic 
difference of the proposed model as 
compared to other similar models that can 
be found in the literature. 

 By applying the proposed model on a 
sample of 350 applications for credit card 
issuance, it has been found that factors such 
as the applicants ’  monthly income, age, 
owned property and fi nancial credibility up-
to-date determine the risk level. Furthermore, 
the survival time of those applicants who 
have been classifi ed as credible is on average 

15.1 years and depends on monthly income 
and age. More specifi cally, it has been found 
that irrespective of differences in monthly 
income the survival time is longer for people 
belonging to the age group 28 – 40 years, than 
people belonging to the age group 41 – 50 
years. It must be, however, noted that for 
applicants of the latter age group any increase 
in their monthly income improves the 
survival time. 

 Summarizing all the above, we can say that 
the proposed model may prove a very 
valuable tool for a bank ’ s management and 
more specifi cally for the Credit Card 
Approval Department, since it will provide 
useful information for the applicants ’  
credibility and survival time. Furthermore, if 
we take into account that the cost of seeking 
new customers is extremely high, we realise 
the critical importance of the model ’ s ability 
to estimate survival time for existing 
customers and consequently our ability of 
taking measures for its extension. 

 Elaboration on the changes in the 
characteristics of credible customers over time 
may be a fi eld for further research. 
Furthermore, the adjustment of the model so 
as to include stochastic variables will make it 
more reliable and useful for the bank ’ s 
management. The reason is that, apart from 
survival time, the model will be able to 
identify at the same time, the characteristics 
of a given applicant that may probably lead at 
a future time to her transformation from 
credible to noncredible customer. 

 Another area of further research would be 
to transform the proposed Credit Scoring 
Model into a Decision Support System for 
the management of banks going through a 
transition period in the new economy. To do 
this, a number of steps should be taken, 
including the automatic data collection from 
local management information systems, the 
automatic survival analysis on results drawn 
from logistic regression analysis and the 
comprehensive user interface for conveying 
the results in the proper format for 
management.                               

  Table 3       Correctness of noncredible applicants ’  
classifi cation 

    Logistic 
regression 
analysis (%)  

  Discriminant 
analysis 
(%)  

 Percentage of non-
credible applicants 
correctly classifi ed 

 71.7  59.8 
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