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Abstract: System theory explores items in terms of theirrimde connectivities (interactions) and externahtiehship
with their surroundings. It is argued that EFL gsé should be built on recent advances in scierntifnking and ado
systems theory for the purposes of investigatirgEhglish language classroom so that a more corapséle picture «
the factors involved in learning can be drawn. kimlsome traditional scientific approaches that yaealsystems
isolation, chaos / complexity theory (C / CT) caless the synthesis of emerging wholes of theiniiddial component
From unpredictable interactions larger structune®rge, taking on new forms. In this article, a bfaok at chaos
complexity theory and its application on secondylaage acquisition as a dynamic and complex proisessaluate(
While doing that, Larsen-Freeman'’s (1997) workdedias the main text for discussion.
Keywords: chaos, complexity, theory, second language, aitiquis

Ozet: Sistem kurami, dgeleri hem kendi iginde hem defietia bulunan dier 6geler ile olan ifkisi baglaminda incele
ve aclklar. Alanda yapilan son gahalar, yabanci dil gretiminin bilimsel gemeler giginda sekillendiriimesinin v
sistemler kuraminin da alana uyarlanmasinin gdighkie isaret etmektedir. Ancak bdyle bir yol izlegditakdirde
Ogrenme ile ilgili olan tim 6gelerin daha kapsamh gbrintisi elde edilebilir. Sistem analizinigtd&enleri gbz ard
ederek yapan geleneksel yontemlerin aksine, Kaldarmga Kurami farkli bilgenlerden olgan buttnselfi calisir.
Tahmini mimkin olmayan 6gelerin biminden daha blyuk alumlar, farkh yapilar ortaya ¢ikar. Bu gahada kaos
karmaga kurami ve bu kuramin ikinci dilgdetimine uyarlanmasi ele alinmaktadir. Makaledeséa-Freemany (1997
calismasi temel alinngtir.
Anahtar S6zcukler: kaos, karmga, kuram, ikinci dil, edinme

1. INTRODUCTION

Teachers have always known that the language otassis a system; and that teachers and st
together create a miseciety, with its own characteristics, propertiesles, restrictions ai
expectations. Until qualitative research appeahedvever, the method of researching this leal
environment was to identify and examine contribytdactors in isolation, in the manner
experimental science. It was hoped that objectivestigation of isolated parts would reveal met|
of more efficient and effective teaching. This aigmh was mainly based on the physical scie
which have since moved on to a different view @flitg, however, and in seeing the universe ar
components as complex dynamic systems (Finch, 2002)

Systems theory provides a means of exploring itémserms of their internal connectivity
interactions and their external relationships wiitir surroundings. In view of these consideratiat
is argued that EFL research should be built onntemdvances in scientific thinking, and should a
systems theory as a means of investigating anditdegr the language class. In this way, a r
comprehensive picture of the factors involved @rhéng can be drawn. Looking back at the his
of education, it can be seen that the ancient Gasek Chinese philosopheducators define
education holistically, insisted on the educatiérthe whole person, and aimed at raising awart
of individuals’ positions in the universe. Later, these views weaified by some Renaissal
thinkers, and then a mechanistic, cause-ffet:t view of the universe appeared, following
Industrial Revolution. In this world-view, learningasseen as a mechanic process. This even
gave birth to a behaviorist school of thought inickha person was seen as a machine who
predictable responses to the given stimuli. Aceaydp this view, the role of language research
to discover appropriate stimuli which would predhtdy trigger the response of effective langt
learning. This approach mirrored the view of cortenary scientists that if the position and velc
of every atom in the universe could be known, ttienfuture could be predicted with certainty.
was Laplac’s claim that scientists can measure the positiah \atocities of all particles in tl
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universe (Larsen-Freeman, 2002).

Relativity and quantum mechanics changed this wethe 20th century, when it was shown not |
that the position and the velocity of atoms coudtl lme observed at the same time, but also thats
could be in two different places all at once (Horgd996, cited in Finch, 2002). Heisenberg’
uncertainty principle, in quantum physics, was #anapt to describe the limits to which anythin
the quantum or subatomic level could be known &tain (Larsen-Freeman, 2002). Lalmparado
added anothetimension when it became clear that the very acbserving electrons forced then
choose a state and location; prior to this, thagted in indeterminate states (Finch, 2002). Img
of current complexity theories, classical (Newtonigphysics was unable to solve a probler
fundamental interest in physics: the “Many-ball ldem” (Brown, 1972, cited inFinch, 2002), i
which bodies not interacting in a simple linearhias could not be described according to the |
of Motion. And finally, the more recent discoveriyanother kind of unpredictability in nature, i
the unpredictability which accompanies much largeoye complex, nonlinear systems, discret
Laplaces claim regarding the predictability of the positiand velocities of all particles in i
universe (Larsefreeman, 2002). In fact, it was found that witht@erphenomena, randomness
inherent. As a whole, new insight into physics, meatatics and biology pushed the boundarit
Newtonian science, and studies of isolated strastunonlinear equations, and the like, towarc
emergence of the chaos and complexity in scienaesl(ier, 2004).

Taking a more holistic view of reality, physicaiestices have recently acknowledged new fields
chaos and complexity theory, and have discardedigbkmtionist methodology of research
individual factors out of contextAccording to this view, it is the connectivity t@mactions inside
system that determine its character. Unlike traddl scientific approaches that analyze systenao
their components and study them in isolation, cha@®mplexity theory (C/CT) considers

synthesis of emergent wholes from studying ther&at#on of the individual components. From tf
unpredictable interactions, larger structures emei@king on new forms, and it is assumed the
whole is greater than the sum of its parts. If tgearcher is to investigate the characteristics
natural system, it is necessary to look at theesuibp its own context and to describe the inteéoac
that take place between the subject and its envieo. Finch (2002) clarifies the point with
example: consider a tree; the tree can be defised lving organism which lives with other livi
organisms (insects, birds, animals, plants, bagteand which interacts with the soil, other t
around, and the climate. In order to understandttee, the researcher needs to take all «
surrounding and interactions into consideratiothaathan studying its parts (e.g. a leaf) in igota
The tree is more than the sum of its constituentspaince the way it grows and interacts witl
environment determines the shape it takes andigtsess as a living system.

Larsen —Freeman (1997) defines chaos/complexity sciencéhasstudy of complex, nonline
dynamic processes as they occur in the physical worlds theé ‘science of process rather than s
of becoming rather than being” (Gleick, 1987, m#ed in Larsen Freeman, 2002). Capra (19
cited in van Lier, 2004) emphasizes the need folyshg ‘processesather than causal mechanis
or fixed structures. Van Lier (2004) notes that wiibe patterns are ‘sedimentadto structure:
these structures channel, guide, delimit the pseEe®/hile stabilizing the patterns of relationslhi
this present article, a brief look at chaos/comipfetheory and its applications to second lang!
acquisition is discussed.

2. FEATURES OF COMPLEX NONLINEAR SYSTEMS

Chaos / complexity scientists have identified a benmof describing features of complex nonlir
systems. The main features of complex nonlineatesys are known to bedynamic, nonlinear,
chaotic, unpredictable, sensitive to initial conditions, open, self-organizing, feedback sensitive anc
adaptive” (Larsen-Freeman, 1997, p. 142). In addition st such systems hasteange attractors,
which havdractal shape. These features are briefly discussed below.

Chaos / complexity theory is concerned with theadvedr of dynamic systems, i.e., the systems
change in time. The study of chaos (the randomgessrated by complex systems) is a stuc
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process and becoming, rather than state and bBymamic systems move through space / 1
following a path called amttractor, i.e., the state or pattern that a dynamic systeattracted t
(LarsenFreeman, 2002). The interesting point here is timatycle ever follows the same patf
overlaps with any other cycle. de Bot (2005) clathest the main characteristics of dynamic sys
are that all variables interact and this continuimtisraction keeps changing the system as a \
over time. Briggs and Peat (1989, cited in de B0@5) argue that smaller systems are part of g
systems; in other words, complex systems magesed. There seem to be different nested le
with different descriptions, which all have origied in the same way.

Chaos / complexity theory focuses oomplex systems. To LarseRreeman (1997), systems
complex for two reasons. First, they often incledérge number of components, and seconc
behavior of complex systems is more than a prodfitte behavior of its individual components
fact, the outcome of a complex system emerges thaninteractions of its components; it is not |
in any one component. As such, timteractions (connectivities) amongst the components ir
system are the essential building blocks of theedtiptable structures that may emerge in the fu
The “avalanche effectpredicts that minor events can have outcomes ekggdueir proportion ar
informs us greatly on understanding systems by large. As Finch (2002) articulates, a pel
thrown onto a pile of pebbles on a mountain caggér a landslide and a butterfly flapping its wi
in South America can initiate a hurricane in PudRico. These examples tell us that the -
“global” outcome of an event, then, is predictable. The texamment of occurrence, however
unpredictable at the “local” level. Thus, we gamedict the reliability that it will rain in a pacular
city on a given day (global level), but we cannagdict that it will rain in a given playground ii
given school due to many limitations.

Complex systems attain energy from their envirorihemreorganize themselves so that they be
more complex (LarseRreeman, 2002). According to the second law of Moelynamics, entrop
lack of order is inevitable in systems since thegvitably move towards equilibrium with no regi
form or pattern. However, as LarsEreeman notes, at the end of the last centurya# found th:
living systems evolved from disorder to ord@&ow, if the dynamic system is open, and is far 1
the state of equilibrium, spontaneous restructudogurs in large scale; if it is near equilibriuit
shows certain stability. As open systems evolvey tihcrease in order and complexity by absor
energy from the environment. This flow of energycés the system away from its initial disorder
chaos towards order and complexity (Churchland816Bed in Larsen-Freeman, 1997).

Another feature of complex, nonlinear systems & they ardeedback sensitive (LarsenFreemar
1997). Darwins great insight was to posit that a basic feedlmaekhanism was built into natt
namely, natural selection. Positive feedback kiekslution forward (Briggs, 1992, cited in Larsen-
Freeman, 1997As complex systems in biology naturally select aalf-organize, it is supposed t
they areadaptive (Kauffman, 1991, cited in Larsdfreeman, 1997). Moreover, the dynamic, corr
systems areaon-linear, which means that the effect is disproportionatthé cause (Larsefreemar
1997). This means that a cause of a particulangtinemay not result in an effect of equal strer
for example, a rolling little stone can trigger amalanche. As it was mentioned before, as -
systems are sensitive to initial conditions, theranpredictability inherent in such systems (Larse
Freeman, 2002). The sensitivity to initial condiiomeans that a slight change in initial condi
can have great implications for future behaviorsifple trigger might be enough to put the e
system into a chaotic state. It seems that compbetinear systems enter into chaos unpredict
Although the chaos may seem predictable, the @fgbis period of complete randomness is in
unpredictable (LarseRreeman, 1997). It may be that complex systemsveebialerly until a critici
point, in which they go chaotic. Following this cohia period, they may become orderly ag
(Briggs, 1992, cited in Larsen-Freeman, 1997).

Apart from all these, dynamic systems are attratbegdaths that can be traced in time and s
Larsen-Freeman (1997) notes that a complex nomlisgatem has &trange attractor becaus
although its cycle repeats itself, no cycle follothe same path or overlaps with any other c
What is common to all strange attractors is thay thavefractal shape such lik“a geometric figut
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that is self-similar at different levels of scal@’145). An example is the tree; in spite of the the
trees have different shapes, we can easily disshga tree from other objects as we zoom a
level of magnification, it always reveals a repraiilon of itself.

3. COMPLEX NONLINEAR SYSTEMS AND LANGUAGE

There seems to be much in common between langumabeoanplex nonlinear systems. Language
be viewed as dynamic system. This can have two usual interpretationg. filst common meanit
is that language can be described as a collecfistatic units, but their use in actual speech v
an active process (Larsen-Freeman, 1997). The ottramon meaning didynamic is equated wit
growth and change. Rutherford (1987, cited in LiaulSeeeman, 1997) suggests that an organisr
better metaphor for language than a machine, becaashines are constructed, but organisms 1
Language, seen synchronically or diachronicallynideniably dynamic (Larsen-Freeman, 1997).

Moreover, as LarseRreeman (1997) puts it, languages undergo nonliokanges diachronical
New forms enter and leave the language in a-additive and norpredictable way. Differe
speakers may use different forms to mean the shimg. tThe best thing we can do is to exple
change after its occurrence, without making exaetligtions of what change will occur next. Be
inspired by the chaos/ complexity theory, Laré&@aeman has a third interpretation of the v
‘dynamic’ which focuses on the assumption that there is fferdnce between the current use
change/ growth because they are isomorphic progessehis view suggests, any time a langua
used, it changes. Diller (1995, cited in LarseneRran, 1997) asserts thag fanguage such
English is a collaborative effort of its speakeesyd changes in the system of English
‘emergent™ (.116). This view suggests that language growsoaganizes itself from the bottom
and in an organic way, as other complex nonlingstesns do.

LarsenFreeman (1997) asserts that other qualities of Mymaystems also hold true for langu
among which the first one isomplexity. Language is complex and composed of many diff
subsystems which are all interdependent. Regarsingtivity to initial conditions, language is r
exception. Larsefrreeman calls Universal Grammar (UG) the initiahdiion of human languag
which contains certain principles that constraia shape of human languages. These principles
impact on defining the ‘strange attractof’human language. Mohanan (1992, cited in de Ba@5
posits UG as ‘fields of attractionthat permit infinite variation in a finite grammaspace
Nonetheless, unlike in Chomskyan UG, these priesiplo not depend on cle'yes’ or ‘no’ choices,
that is, ‘parametric choices’, but on general tewies or fieldsof attraction that languages m

exhibit (de Bot, 2005). Hence, the fields of atti@t will define the most natural and unmarkede
that a system is attracted to (Lard&eeman, 1997). Considering the fractality of carplonlines
systems, language is also fractal. Winter (199%dcin Larser-reeman, 1997) argues that
information systems need to be fractal in shaperder to make them comprehensible and

shareable.

4. COMPLEX NONLINEAR SYSTEMS AND LANGUAGE ACQUISITI ON

This new systems view of research focused on ozgéaon rather than isolation. Instead of disse:
the subject into parts and further examining thiesesolation, it observed the organization of
interactions that held the parts together (Find02). Finch (2002) argues that human bodie
supraerganisms could be seen from this perspective as spstems which have ordered comple
and continually receive input, and therefore do notfoam to the second law of thermodynarr
which states that closed systems tend toward gnthégn Lier (1996, cited in Finch, 2001) sugg
that it is useful to consider the classroom asmaptex system in which it is fruitless to search
casual relations. Larsdfreeman (1997), drawing a number of chaos / contplgarallels in th
language class, asserts that languages go threemybdg of chaos and order just like other Ii
systems. In fact, she seemdny striking similarities between science of chamemplexity an
second language acquisitionp.{41). According to Finch (2001), the educationahtext, an
specifically the classroom, is considered as a ¢exngystem in which events do not occur in lii
causal fashion, but in which a number of forcesraxtt in complex, selbrganizing ways, creatil
changes that are partly predictable and partly egiptable. Applying the notions of cha
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complexity to language learning can have a numbeonsequences for the way in which we tl
about ‘learning’.Van Lier (2004) notes that within a complex systeniarge number of influenc
are present in a partially chaottbat is, unpredictable way, and among all the adton, a comple
order emerges. This dynamic order provides affadaior active participants in the setting,
learning emerges as part of affordances are pickeadnd exploited for further action. Larsen-
Freeman (1997) argues that SLA is as dynamic, cexnplonlinear system as are physics, biol
and other sciences. Although she does not thinktdaaehing and learning are physical sciences
asserts that a chaos/complexity theory lens hedpsak at what we do in new ways. In fact, langt
learning is often viewed as an additive, linearcpss. We teach this piece and then that piece a
expect that our students will acquire them onei. o

Regarding the similarities between complex nonlinggstems and SLA, Larsdireeman (199
emphasizes that language learning is a dynamicplexnopen, selbrganizing, feedback sensiti
and constrained by strange attractors. The dynamisghA is seen in the ev&hanging character
learners’internal L2 grammars. It is complex because a moalé of interacting factors are involh
in the SLA process. As Herdina and Jessner (208@2] m de Bot, 2005) argue SLA, from a dyna
system theory, is reacting to external input asdeiitire organizatiochanges with new input;
constantly reorganizes itself to obtain equilibriubut even then it does not come to a com
standstill. Moreover, learning linguistic itemsaisionlinear process, for example, you are learthie
tenses, and yoare doing fine; you learn the simple present, tfesgnt progressive, the simple ¢
and the teacher introduces the present perfect, thed, rather than making progress,
performance actually becomes less proficient, exgou have added another tense and the s
you have constructed implodes. However, as LaFgseaman (1997) argues, there are orderly pe
followed often by periods of chaos. This happengnmblomething new is introduced and stuc
have to figure out how it fits into the system tloey have to revise their understanding of theesy
in order to accommodate their new awareness. Fatelyy through interaction with othe
eventually, order is restored. That does not mbah what the student now produces is taliget-
but a new interlanguage stage may have been reachestn -Freeman (1997) concludes that
conceptualization of language as a fixed, statioméstic entity is being challenged by one th:
much more nonlinear, organic, and holistic.

Further the SLA process is open, that is, thereorginuous input, and the interlanguage syste
self-organizing. This means that there is restructunmthe interlanguage, the return to order.
restoration of order is promoted by the fact thet system is feedback sensitive. Accordin
LarsenFreeman, despite the similarities among interlaggsaof speakers with different L1s, t
are constrained by the strange attractors of ttsr which can affect more than the strange atir
of English. What she emphasizes is that SLA isandihear process, but full of peaks and all
learners are not speaking something ftisatleficient, but rather a language of their ownisle
creative process. But if the students’ interestsdoat wane and they continue to have fru
exposure to the target language, things do movegadod sort themselves out usually.

LarsenFreeman (1997) believes that there are issues A @Blat can be illuminated by t
chaos/complexity theory, for example, mechanismsaofuisition, definition of learning, t
instability and stability of interlanguage, diffeteal success, and the effect of instruction. Sise
suggests a number of potential contributions ofosf@mplexity theory to various aspects
language and language acquisition. Van Lier (20814d has added his interpretations from
ecological perspective to her suggestions. Theyetigat chaos/complexity theory:

1. Encourages a blurring of boundaries and dichotomies

2. Warns against settling for simple solutions premedyy as well as against reject

contrasting viewpoints.

3. Provides some fresh light on SLA phenomenon.

4. Refocuses our attention in the light of emergemnemena, foregrounding certain proble

and obviating others.

5. Discourages cause-effect —based theories.

6. Underscores the importance of det
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7. Reminds us to hold the whole and to find a unarmdlysis that allows this.

What we can get from chaos /complexity theory ifimed by Brown (2000) as a summary of
lessons put forward by Larsémeeman (1997). According to this outline the faflog must be take
into consideration while researching:
a) Beware of false dichotomies, and look for completaety, inclusiveness, and interface,
b) Beware of linear, causal approaches to theorizBigA is so complex with so ma
interacting factors that we cannot assign a sioglese for it,
c) Beware of overgeneralization, and pay attentiondetails; the smallest, apparel
insignificant factor can turn out to be very im@ot, but on the other hand, beware
reductionism in thinking.

According to Larserrreeman (1997), languages go through periods afschad order, and th
creative growth occurs at the border between thegse a region between order and comg
randomness or chaos, where the complexity is mdxihhés borderline between chaos and orde
been termedhe edge of chaos by Waldrop (1992, cited in, Finch , 2001). It igaed that systems
the ‘edge of chaos’ exhibit the most interesting behavior, such dermation processing a
creation. For Finch (2001), the concept of a ctamsr ‘on the edge of chaoghat is, in a maximu
state of learning, implies sensitivity to everyigéon in input, for example, the difference betwe
smile and a shrug of the shoulders on the parheftéacher, ‘openness different types of ne
input, being ‘adaptive’ to changing learning neads preferences, and ‘emergirgy’ new learnin
structures. LarseRreeman (1997), using the metaphor of dropping ypeasserts that, in chac
systems, it is not possible to know which penny {gidd to development. The same applies t
development of interlanguage. She argues thatend#velopment of interlanguage it is not ¢
which penny causes the great restructuring, howaveas at that point that creative growtr
possible that is, the edge of chaos. Larsé&meeman (1997) states that a teacher should tHre
system into initial chaos out of which will emergesystem that is in alignment with the ta
language. In conclusion, the chaos/ complexity heipports a social participation view of S
without excluding the psycholinguistic perspectiaad thus provides us with a wider perspe:
towards SLA, which encourages thinking in relatideams (Larsen-Freeman, 2002).
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