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A rule-based Chinese base chunk parser
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ABSTRACT: This paper proposed a rule-driven Chinese chunking algorithm, whose main parsing resource is a
hierarchical rule base automatically learned from the interaction of a large-scale annotated corpus and a lexical
knowledge base. Each rule in it can obtain a confident score to evaluate the construction reliability of a specia
multiword chunk under some refined knowledge about its internal lexical relationship and external contextual
restriction. These confident values give us alternative opportunity for efficient multiword chunk recognition and
disambiguation. Some primitive experimental results indicate that our current parser can achieve the chunking
performance of about 90% overall F-measure under 95% open testing texts, and till keep 5% ambiguous regions
due to the deficiency of reliable enough knowledge. Therefore, the more complex parser can be developed to
select suitable chunks among them based on some new knowledge and larger contexts.
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vp  np 76%
vp F-M np 34
vp np F-M
2 + B+C
F-M F-M
np | 90.32% | 88.74% | 89.53% | 88.33% | 86.62% | 87.46%
vp | 91.13% | 92.36% | 91.74% | 89.44% | 90.58% | 90.00%
mp | 95.00% | 96.50% | 95.75% | 92.18% | 94.72% | 93.43%
ap | 93.55% | 93.45% | 93.50% | 94.28% | 95.65% | 94.96%
tp 91.49% | 91.84% | 91.67% | 89.97% | 89.82% | 89.89%
sp 81.88% | 88.08% | 84.87% | 80.12% | 88.97% | 84.31%
91.04% | 91.39% | 91.21% | 89.33% | 89.61% | 89.47%
3
1 B+C+R 2 B+C B+C
F-M F-M F-M
np | 75.25% | 75.76% | 75.50% | 83.68% | 84.25% | 83.97% | 91.74% | 88.28% | 89.97%
vp | 83.23% | 81.46% | 82.34% | 87.35% | 85.49% | 86.41% | 90.65% | 93.69% | 92.15%
mp | 94.89% | 95.26% | 95.08% | 94.89% | 95.26% | 95.08% | 54.55% | 83.33% | 65.93%
ap | 93.99% | 97.33% | 95.63% | 93.99% | 97.33% | 95.63% | 94.42% | 94.83% | 94.62%
tp 92.75% | 88.18% | 90.40% | 93.52% | 88.92% | 91.16% | 83.78% | 91.63% | 87.53%
sp 78.76% | 86.41% | 82.41% | 79.65% | 87.38% | 83.33% | 81.25% | 92.86% | 86.67%
81.76% | 81.44% | 81.60% | 87.01% | 86.67% | 86.84% | 89.33% | 89.61% | 89.47%
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[np-ZX /rN IINT] Jfu..—>.. NC[np-SG /rN T [np-SG IINT  Ju...

N
2)
In[np-ZzX /b /n] [np-SG iN]...> ... In[npLN /b /n
fiN] ...
3)
... [vp-SG V] [np-SG n 1 / [np-SG 1 lu..>..
[vp-PO v n_ 1 / [np-SG n ] lu..
4) ... [tp-ZX
/nR f] [ ...> . [sp-ZX /nR f1 1 ..
5) ... [vp-ZX JaD
Iv] [np-SG n]...> ...[dp-SG /aD][vp-PO v n 1..
1
2 45
3
4
np vp sp ap
4
% %
Casel | Case2 | Case3 | Cased | Casel | Case2 | Case3d | Case4
np 49.71 | 27.76 | 1464 2.08 5414 | 2494 | 11.70 154
vp 64.97 | 20.46 6.15 2.05 60.49 | 21.49 8.67 1.39
mp 8341 8.53 0.95 4.27 85.71 | 1111 0.00 3.17
ap 7137 | 19.66 6.84 0.43 7250 | 25.00 0.00 2.50
tp 7253 | 21.03 1.29 1.29 7759 | 1552 0.00 0.00
sp 40.82 | 47.62 2.04 8.16 33.33 | 46.67 3.33 10.00
4.
1
2002 (MBL) 20 TCT
F-measure np 93% vp  94% 93%
2 2006 MEMM 10 CPTB
47 (MSRA) CoNLL-2000
F-measure CPTB np  85% vp 95% 93%

MSRA np 88% vp 96% 91%
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