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We review three vector encodings of Bayesian network structures. The first 
one has recently been applied by Jaakkola 2010, the other two use special 
integral vectors formerly introduced, called imsets [Studeny 2005, Studeny 
2010]. The central topic is the comparison of outer polyhedral approximations 
of the corresponding polytopes. We show how to transform the inequalities 
suggested by Jaakkola et al. to the framework of imsets. The result of our 
comparison is the observation that the implicit polyhedral approximation of the 
standard imset polytope suggested in [Studeny 2011] gives a closer 
approximation than the (transformed) explicit polyhedral approximation from 
[Jaakkola 2010]. Finally, we confirm a conjecture from [Studeny 2011] that the 
above-mentioned implicit polyhedral approximation of the standard imset 
polytope is an LP relaxation of the polytope. 

Submission history
From: David Haws [view email] 

[v1] Sat, 23 Jul 2011 21:05:52 GMT (26kb)

[v2] Mon, 1 Aug 2011 16:52:50 GMT (51kb)

[v3] Wed, 3 Aug 2011 19:31:22 GMT (26kb)

Which authors of this paper are endorsers?

Link back to: arXiv, form interface, contact. 

Download:
● PDF 
● PostScript 
● Other formats 

Current browse context:
math.ST
< prev | next > 
new | recent | 1107

Change to browse by:
math
stat 

References & Citations
● NASA ADS 

Bookmark(what is this?) 

         

 

Subjects: Statistics Theory (math.ST)
MSC classes: 62H17
ACM classes: G.3
Cite as: arXiv:1107.4708 [math.ST]
  (or arXiv:1107.4708v3 [math.ST] for this version)

We gratefully acknowledge support from
the Simons Foundation

and member institutions 

(Help | Advanced search)

    

Search or Article-id

All papers Go!


