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The sparsity constrained rank-one matrix approximation problem is a difficult 
mathematical optimization problem which arises in a wide array of useful 
applications in engineering, machine learning and statistics, and the design of 
algorithms for this problem has attracted intensive research activities. We 
introduce an algorithmic framework, called ConGradU, that unifies a variety of 
seemingly different algorithms that have been derived from disparate 
approaches, and allows for deriving new schemes. Building on the old and 
well-known conditional gradient algorithm, ConGradU is a simplified version 
with unit step size and yields a generic algorithm which either is given by an 
analytic formula or requires a very low computational complexity. Mathematical 
properties are systematically developed and numerical experiments are given. 

Submission history
From: Ronny Luss [view email] 

[v1] Wed, 6 Jul 2011 15:42:30 GMT (137kb)

[v2] Wed, 20 Jun 2012 17:07:40 GMT (115kb)

Which authors of this paper are endorsers?

Link back to: arXiv, form interface, contact. 

Download:
● PDF 
● PostScript 
● Other formats 

Current browse context:
math.OC
< prev | next > 
new | recent | 1107

Change to browse by:
cs

cs.SY 
math 

References & Citations
● NASA ADS 

Bookmark(what is this?) 

         

 

Comments: Minor changes. Final version. To appear in SIAM Review
Subjects: Optimization and Control (math.OC); Systems and Control 

(cs.SY)
MSC classes: 90C30, 62H25, 49M37, 65K05
Cite as: arXiv:1107.1163 [math.OC]
  (or arXiv:1107.1163v2 [math.OC] for this version)

We gratefully acknowledge support from
the Simons Foundation

and member institutions 

(Help | Advanced search)

    

Search or Article-id

All papers Go!


