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Computing Networks (CNs) are defined. These are used to generalize 
neural and swarm architectures, namely artificial neural networks, ant 
colony optimization, and particle swarm optimization. The description of 
these architectures as CNs allows their comparison, distinguishing 
which properties enable them to perform complex computations and 
exhibit complex cognitive abilities. In this context, the most relevant 
characteristics of CNs are the existence multiple dynamical and 
functional scales. 

Submission history
From: Carlos Gershenson [view email] 

[v1] Thu, 28 Jan 2010 18:55:53 GMT (382kb,D)

Which authors of this paper are endorsers?

Link back to: arXiv, form interface, contact. 

Download:
● PDF 
● Other formats 

Current browse context:
cs.NE
< prev | next > 
new | recent | 1001

Change to browse by:

cs
cs.AI 

nlin
nlin.AO  

References & Citations
● CiteBase 

1 blog link(what is this?) 

DBLP - CS Bibliography 
listing | bibtex 

Carlos Gershenson

Bookmark(what is this?) 

 

 

 

 

 

 

  

�

CiteULike logo

�

Connotea logo

�

BibSonomy logo

�

Mendeley logo

�

Facebook logo

�

del . i c i o . us logo

�

Digg logo

�

Reddit logo

Comments: 15 pages, 5 figures

Subjects: Neural and Evolutionary Computing (cs.NE); Artificial 
Intelligence (cs.AI); Adaptation and Self-Organizing Systems 
(nlin.AO)

ACM classes: F.1.1; I.2.0; H.1.1

Report number: C3 Report No. 2010.01

Cite as: arXiv:1001.5244v1 [cs.NE]

(Help | Advanced search)

    

Search or Article-id

All papers Go!


