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The conditional in conditional Kolmogorov complexity commonly is taken to be 
a finite binary string. The Coding Theorem of L.A. Levin connects 
unconditional prefix Kolmogorov complexity with the discrete universal 
distribution. The least upper semicomputable code-length is up to a constant 
equal to the negative logarithm of the greatest lower semicomputable 
probability mass function. We investigate conditional versions of the Coding 
Theorem for singleton and joint probability distributions under alternative 
definitions. No conditional Coding Theorem holds in the singleton case, in the 
joint case under the customary definition of conditional probability, but it does 
hold in the joint case under an alternative definition. 

Submission history
From: Paul Vitanyi [view email] 

[v1] Tue, 5 Jun 2012 16:30:37 GMT (66kb)

Which authors of this paper are endorsers?

Link back to: arXiv, form interface, contact. 

Download:
● PDF 
● PostScript 
● Other formats 

Current browse context:
cs.IT
< prev | next > 
new | recent | 1206

Change to browse by:
cs
math 

References & Citations
● NASA ADS 

DBLP - CS Bibliography 
listing | bibtex 

Paul M. B. Vitányi

Bookmark(what is this?) 

         

 

Comments: 18 pages (LaTeX)
Subjects: Information Theory (cs.IT)
MSC classes: 68Q30, 03D32
Cite as: arXiv:1206.0983 [cs.IT]
  (or arXiv:1206.0983v1 [cs.IT] for this version)

We gratefully acknowledge support from
the Simons Foundation

and member institutions 

(Help | Advanced search)

    

Search or Article-id

All papers Go!


