ﬁﬁiﬂi FE T oD Sl e = e

Englneerlng CaTheony&3Practice s

o | BEfER | WTRTE TR
RETRRIL S = 2012, Vol. 32 = Issue (7): 1582-1590 DOI:
3 o E | THES | ZTIRE | MR o HWH—& | BE—R M )

KIEKRREIFERAR
TUY, 52

1. MR AR, R M 350108;
2. RKIEF TR RETFEMRHT, Ki%E 116024

* IL.\ "Ll’%ﬂE I—J /%

Learning ontology relations from documents: The concept-feature method

YU Juanl, DANG Yan—zhong2

1. College of Public Administration, Fuzhou University, Fuzhou 350108, China;
2. Institute of Systems Engineering, Dalian University of Technology, Dalian 116024, China

o Y

« B
o RS

43 : PDF (593 KB) HTML ( KB) #iii: BibTeX | EndNote (RIS) i 5%kl

% HR S AU B R I SOCR IR, St T — R0 AR 1 kB i, S 1)

AR S UM 1) (Y SR AR AR . TR S T IR R WU & S AR [ A, R el o B v R AR (DU e b AE AR K

P Z (AR AE AT ORAR . A WU & 508 SRl W B RR AETRE K 27 ST 45 A T Vral bk Re 7. 4920 }JJD)\&E"J%;:

MAET CA T, ARSCTTERMER AR A AT AR BESRFILIRVA T T2 N AR . SORIZ AR AN SR 28 554k X bu)@lﬂ%”géﬁ
£

KB  BURAfR AR BXOCR R b E-mail Alert

Abstract: A domain ontology consists of two major components: A set of domain-specific concepts and RsS

a set of semantic-relations between these concepts. The semantic-relations, also called as ontology e 5 5 5 25

relations are used to support semantic retrieval and knowledge management in ontology-based

P T

applications. To reduce difficulties in manual ontology-building, this paper proposes a semantic-relation

learning method for the purpose of automatically discovering relations between concepts. Given the set of SEIE RS
domain-specific concepts and a domain corpus, the method firstly converts concepts into feature-vectors

based on their local context and then calculates relevance degrees between each pair of concepts based

on the similarity of their feature-vectors to discover related concepts. The method is compared with

current state-of-the-art in two ways: (a) differences between learning results and the golden standard

defined by domain experts, and (b) differences between learning results and the standard defined by the

CNCTST (China National Committee for Terms in Sciences and Technologies). Experiments show that the

proposed method is much better than currently existing ones, especially in term of recall rate, and has

good potentials for applications such as ontology building, text mining and semantic retrieval.
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