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II. The nonadiabatic limit
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A recently proposed unified theoretical framework for quantum activated rate constants is further
developed and explored. The case of electronically nonadiabatic rate processes is considered, and
the weak coupling limit explicitly investigated by an expansion of the rate constant expression. By
virtue of this approach, a semiclassical Golden Rule expression is derived after a series of steepest
descent approximations. The semiclassical analysis in turn reveals a closed form path integral
expression for the quantum activated rate constant in the nonadiabatic~Golden Rule! limit which is
free of harmonic and/or classical approximations for the many-dimensional nuclear~vibronic!
modes. The latter expression is amenable to direct calculation in realistic systems through computer
simulation. © 1997 American Institute of Physics.@S0021-9606~97!52505-0#
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I. INTRODUCTION

The subject of electron transfer~ET! rates and their cal-
culation has been the target of many analytical and nume
studies.1,2 Recent computational approaches for comput
ET rate constants range from those based on Fermi’s Go
Rule ~see, e.g., Ref. 3! to explicit quantum dynamical calcu
lations on simplified models of ET processes~see, e.g., Refs
4–9!. In addition, approaches derived from path integ
quantum transition state theory~PI-QTST! ~Refs. 10–13!
have been developed to calculate the ET rate based on
centroid density of the electronic state variable.14–16Despite
the many theoretical and computational studies of ET re
tions, a unified computational approach has not yet been
veloped which is capable of determining ET rate consta
for arbitrary values of the electronic coupling in system
characterized by general nonlinear potentials and a sig
cant degree of nuclear mode tunneling. Even in the nona
batic or weak-coupling limit, the calculation of the ET ra
constant for arbitrary potentials is a challenge.~However,
encouraging progress in the latter arena has been bee
ported by Wolynes,17 and we will make contact with and
extend this intriguing point of view from a different perspe
tive.!

In a recent paper, it was shown that significant progr
toward the calculation of ET rate constants for general s
tems can be achieved by exploring the structure of instan
theory in systems influenced by nonadiabatic transition18

To briefly review this perspective, the approach18 is based on
the instanton expression for quantum rate constants19–23

combined with a nonadiabatic dynamics formalism24,25

adapted to treat the imaginary time instanton trajectory
dergoing nonadiabatic transitions. As will be discussed la
this mathematical formalism is also contained within the u
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brella of a unified theoretical framework for quantum ac
vated rate constants, as was developed in Ref. 26. The re
ing ‘‘nonadiabatic instanton’’ formulation is general an
capable of treating nonquadratic diabatic potential ene
surfaces and multiple electronic states. More importantly
also provides a computational method for bridging the ad
batic and nonadiabatic limits of electron transfer process
The theory was tested for the well-known spin-boson mo
as applied to ET reactions3,17,27,28with a single ~Marcus-
type! harmonic bath mode, obtaining excellent agreem
with the analytical predictions in both the adiabatic a
nonadiabatic~Golden Rule! limits. In addition, it was shown
that nonlinearity in the diabatic potentials can readily be
cluded in the calculations and may have a large effect on
rate constant. What was not contained in the previous w
however, was an analytical proof that the nonadiabatic
stanton solution can be reduced to the usual Golden R
expression in the weak coupling limit, nor was a numeri
scheme presented to calculate the rates for the case
continuum of bath modes. It is therefore a goal of this pa
to analyze the weak coupling limit of the nonadiabatic
stanton theory, both analytically and numerically.

It is also a goal of the present paper to explore the c
sequences of the general statement that the quantum
constant is related to the imaginary part of the barrier pa
tion function,26 which is defined asymptotically for an appro
priate unstable mode associated with the rate process.
mathematical formulation unifies classical activated r
theory, its quantum corrections at high temperature, and
instanton theory at low temperatures where the dynamics
strongly influenced by tunneling. It also provides ana priori
rationale for the introduction of the Feynman path centr
variable into the quantum rate constant expression. As s
the theory can be used both to further justify the PI-QT
formula,10–13 and to derive an improved quantum rate co
stant expression.26 Importantly, quantum activated rate pro
cesses involving two or more diabatic electronic surfa
may be treated within the formalism.18 As stated earlier, such
systems are important in, e.g., electron transfer~ET! pro-
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1770 J. Cao and G. A. Voth: Quantum activated rate processes. II
cesses which are of broad interest to the chemistry com
nity.

The nonadiabatic~weak coupling! limit of the two-state
quantum activated rate formula will be explored in t
present paper within the context of the framework presen
in Ref. 26. The focus will be on the weak coupling~Golden
Rule! limit, so that the partition function can be expanded
terms of the nonadiabatic coupling constant. A sequenc
steepest descent approximations29 will be carried out to de-
rive a semiclassical formula of the Golden Rule rate cons
and to reveal the origin of the imaginary part of the barr
partition function in the weak coupling regime. The resu
when applied to the spin-boson model, is shown to reco
the familiar rate formula for the spin-boson model, but t
semiclassical expression also holds for more general non
ear diabatic potential surfaces. The imaginary part of
barrier partition function is again shown to be the key co
cept in the latter approach. This term, which naturally ari
from a steepest descent evaluation of the appropriate
gral, is then shown to lead to a formula for the nonadiaba
~Golden Rule! rate constant which does not rely on assum
tions for the vibronic modes~e.g., harmonic and/or class
cal!. In addition, the final expression can be readily evalua
in computer simulations of realistic systems using imagin
time Feynman path integrals. The exponential~Arrhenius-
type! term in the formula is the same as one proposed
Wolynes,17 so in the end it will have been derived from tw
complementary perspectives. Importantly, however,
present approach also provides an expression for the
exponential factor so that actual nonadiabatic ETrate con-
stants, not only activation free energies, can now be cal
lated in realistic path integral simulations, again being free
any assumptions about the vibronic mode character.

The present paper is organized as follows: The ove
theoretical framework for quantum activated rate constan
presented in Sec. II, with the general concepts outlined
Sec. II A and the nonadiabatic instanton solution reviewed
Sec. II B. The nonadiabatic~weak coupling! limit of the
theory is then derived semiclassically in Sec. II C and
plied to the spin-boson model in Sec. II D. The implicatio
of the analysis for the broader context of the rate cons
calculation from a path integral formalism is next presen
in Sec. III, while a numerical example is given in Sec. I
Concluding remarks are found in Sec. V.

II. THEORY

A. Unified framework for quantum activated rate
constants

The theory of quantum rate constants developed in R
26 is centered around the concept of a ‘‘barrier partit
function,’’ and in particular its imaginary part. This quanti
arises from an asymptotic treatment of the partition funct
in the barrier region, the exact nature of which depends
the temperature of the system. Generally speaking, the q
tum reactive flux can then be expressed as26

F.n Im Zb , ~2.1!
J. Chem. Phys., Vol. 106,
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wheren is a simple prefactor, given by 1/\b in the instanton
limit,26 and ImZb is the imaginary part of the barrier part
tion function. In the following discussion of two-state sy
tems, the latter function will first be analyzed in the instant
limit, and then in the nonadiabatic~Golden Rule! limit. The
central theme in both cases is the identification of a stee
descent integration mode that yields the imaginary part of
partition function. This mode is theunstableor reactive
mode. It has a clear interpretation in the classical, or nea
classical, limit as the reaction coordinate mode at the f
energy saddle point~i.e., transition state!, but in the various
quantum regimes it becomes more abstractly defined.26 Nev-
ertheless, the perspective of an unstable saddle point m
giving the imaginary part of the barrier partition functio
unifies many different results in quantum activated dyna
ics. More importantly, it helps to justify26 new formulations
such as PI-QTST and the path integral Golden Rule r
expression developed in Sec. III.

B. Nonadiabatic instanton formalism

Within the context of Eq.~2.1!, we first consider the full
nonadiabatic instanton solution,18 which is applicable to sys-
tems having arbitrarily large off-diagonal couplings betwe
the diabatic states. The general electron transferlike Ha
tonian for a many-body, multilevel system is given by

H5K~ q̇!1Vd~q!, ~2.2!

whereK~q̇! is the kinetic energy term for the the collectio
of N nuclear degrees of freedom for the system of intere
andVd~q! is the potential defined on an electronic diaba
basis set, i.e.,18,30

Vd~q!5(
m

um&Vm~q!^mu1(
m

(
n.m

Vmn~q!

3~ um&^nu1un&^mu!. ~2.3!

The termsVn~q! here are the diabatic potentials, and t
functionVmn~q! is the coupling matrix element between th
mth andnth diabatic surfaces. The latter function is assum
to be real.

In two earlier papers,18,26 we have argued that the th
desired quantum activated rate constantk can be written in
terms of imaginary time quantities as

k.
1

\bZm
Im Zmn , ~2.4!

whereZm is the partition function of the reactant state a
Zmn is the transitional, or ‘‘barrier,’’ contribution to the par
tition function @cf. Eq. ~2.1!#, given by18

Zmn5E dqE dq8^m,quexp~2bH/2!un,q8&

3^n,q8uexp~2bH/2!um,q&. ~2.5!

Here,q andq8 are understood to be confined to the region
the wells of diabatic surfacesum& and un&, respectively.

Provided the effective barrier height is significant
larger than the thermal energy in the diabatic wells,
No. 5, 1 February 1997
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1771J. Cao and G. A. Voth: Quantum activated rate processes. II
steepest descent method can be applied to evaluate
imaginary part ofZmn , which leads to the nonadiabatic in
stanton approximation for Eq.~2.4!. The details of the in-
stanton solution in the adiabatic limit have been elabora
by others.19–23,31–33In Ref. 18, however, a computationa
methodology was proposed to evaluate the instanton
constant in the most general case whichbridgesthe adiabatic
and nonadiabatic limits. It should also be noted that the
pression in Eq.~2.5! is not actually required within the large
context of Eq.~2.1!, but it helps us in simplifying the nona
diabatic instanton formalism and in finding the instanton
lution. @Stated differently, to evaluate Eq.~2.1! one can al-
ways find the instanton solution to evaluate ImZb , including
the nonadiabatic transitions. Equation~2.5! is simply written
so as to help isolate that solution.#

To proceed with the instanton solution of the rate co
stant, the imaginary time propagator in Eq.~2.5! is separated
into the wave function propagation of the diabatic levels a
the propagation arising from the kinetic energy termK, giv-
ing rise to the path integral

Zmn5E Dq~t!expF2
1

\ E
0

\b

dt
1

2
q̇~t!•m•q̇~t!G

3Tmn@\b,\b/2,q~t!#Tnm@\b/2,0,q~t!#, ~2.6!

wherem is the mass matrix. The quantityTnm is the overlap
between the initial diabatic stateum& and the final diabatic
stateun&. The Bloch equation can be introduced to descr
the evolution of the imaginary time electronic state propa
tor, i.e.,

2
]u~t,t8!

]t
5Vd@q~t!#u~t,t8!, ~2.7!

so that

Tnm@t,t8,q~t!#5^nuu~t,t8!um&, ~2.8!

which is a functional of the system nuclear pathq~t!. The
imaginary time interval in Eq.~2.6! satisfies 0<t<\b.34

The stationary path of the Hamiltonian in Eq.~2.2! con-
sists of the nuclear instanton trajectory and the s
consistent electronic wave function propagation in imagin
time arising from the coupling of the two subsystems. F
lowing Pechukas,24,25who was the first to provide a station
ary phase prescription for a self-consistent classical-like
jectory and time-dependent wave function based
Feynman’s path integral formulation of quantum dynami
we have developed a similar theory for the nonadiab
quantum instanton solution so as to provide a means
calculating the electron transfer rate constant under gen
conditions.18 Along these lines, an application of the steep
descent approximation to Eq.~2.6! leads to the equation o
motion for the nuclear instanton coordinates18

m•
d2q~t!

dt2
5 K ]Hd@q~t!#

]q~t! L
d

, ~2.9!

which is to be solved together with Eq.~2.7! to obtain the
nonadiabatic instanton trajectory. Here, the quantum ave
J. Chem. Phys., Vol. 106,
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^•••&d is defined in Appendix A and is a functional of th
nuclear pathq~t!. Because of the time reversal property
the amplitudesTnm andTmn , the instanton trajectory is sym
metric with respect to the imaginary time\b/2. The same
property holds true for the wave function.

To complete the instanton analysis, the second or
functional derivative must be evaluated along the instan
trajectory.25,29 The infinite set of eigenvalues of this func
tional derivative matrix contains a zero eigenvalue cor
sponding to the translationally invariant mode and a nega
eigenvalue corresponding to the unstable mode.21,26,35In Ap-
pendix A, the appropriate treatment is summarized. One t
arrives at the nonadiabatic instanton solution for the quan
activated rate constant, i.e.,18

k.
1

Zm\b S W

2p\D D 1/2 exp~2Sinst/\!, ~2.10!

whereW andSinst are the work and the action, respective
along the instanton trajectory, andD is a properly normal-
ized determinant of the second order derivative matrix,
cluding the zero eigenvalue~cf. Appendix A!. In Ref. 18, the
notation ‘‘Im’’ is understood to be contained in the definitio
of Zmn , and the reader should note the misprint in Eq.~2.21!
of that paper in which the prefactor~\bZm!21 is missing
from the rate constant expression.

C. The weak coupling limit

In the limit of weakly coupled diabatic surfaces, the fu
nonadiabatic instanton solution is not necessary. In fact,
imaginary barrier partition function concept embodied in E
~2.1! leads to more straightforward approach. The strateg
to analyze the barrier partition function in the weak coupli
limit through the steepest descent approximation. Here,
specialize to the two-state case with a coordina
independent off-diagonal coupling, but the analysis can
readily generalized.

In the limit of smallVmn , the partition function can in
general be expanded in terms of this parameter, resultin
the expression

Z5TrH e2bĥ0T̂ expF2
1

\ E
0

\b

dt~eĥ0t/\D̂mne
2ĥ0t/\!G J

5(
m

Zm1
1

\2 (
m

(
nÞm

Vmn
2 E

0

\b

dt1E
0

t1
dt2

3Trc@e
2hm~\b2t1!/\e2hn~t12t2!/\e2hmt2 /\#1••• ,

~2.11!

where D̂mn5Vmn(um&^nu1un&^mu), ĥ05(mum&hm^mu with
hm5K~q̇!1Vm~q!. Also, Zm5Trc e

2bhm is the partition
function of the mth diabatic surface, ‘‘Trc’’ denotes the
coordinate-space trace, andT̂ is the imaginary time-ordering
operator. Clearly, one of the first summation terms of E
~2.11! can be identified as the reactant partition function,Zm .
On the other hand, the second term of Eq.~2.11!, which will
be denoted byZ2, must somehow contain the contribution
the imaginary time transition element in the weak coupli
No. 5, 1 February 1997
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1772 J. Cao and G. A. Voth: Quantum activated rate processes. II
limit if the theory outlined in Sec. II A is to hold togethe
More specifically, the imaginary part ofZ2, if it exists, must
be associated with the imaginary part of the ‘‘barrier pa
tion function,’’ Zb , in Eq. ~2.1!. Recall that by definition the
imaginary part of the barrier partition function is defined
arise from the steepest descent treatment of some key
gration variable or ‘‘saddle point mode,’’26 whether it be the
classical reactive mode at high temperature, the instan
fluctuation mode at low temperature, or the path centr
mode in PI-QTST. Our purpose here is to discover the ori
of the quantum saddle point mode in the weak coupl
limit. To be consistent then, a steepest descent treatment
be carried out for all possible integrations to see what
perspective reveals.

Due to the periodicity of the trace implied in Eq.~2.11!,
the integrand ofZ2 is invariant with respect to one of th
integral variables,t1 or t2, i.e., it depends only ont5t12t2.
Therefore,Z2 can be rewritten as

Z2,mn5bVmn
2 1

\ E
0

\b

dt Trc~e
2hmt8/\e2hnt/\!, ~2.12!

where t85\b2t and the subscriptmn has been added t
Z2,mn to denote the contribution from the coupling betwe
themth andnth diabatic surfaces.

A steepest descent~i.e., semiclassical! approximation
can now be applied for the imaginary time path integr
involving the nuclear coordinatesq, giving

Trc~e
2hmt8/\e2hnt/\!

5E dq1E dq2^q1ue2hmt8/\uq2&^q2ue2hnt/\uq1&

.
1

2p\ E dq1E dq2A~]12
2 Sm!~]12

2 Sn!

3exp$2@Sm~t8!1Sn~t!#/\%, ~2.13!

where ]12
2 S5det~]2S/]q1/]q2!. Here, Sm~t8!@5Sm~q1,q2,t8!#

is the classical action on the inverted potential surface
Vm~q! for a trajectory to go fromq5q2 to q5q1 in the time
intervalt8, andSn~t!@5Sn~q2,q1,t!# is the classical action on
the inverted potential surface ofVn~q! for a trajectory to go
from q5q1 to q5q2 in the time intervalt. Next, the steepes
descent approximation is again employed to evaluate the
tegrals over the path endpoint variablesq1 andq2, giving

Trc~e
2hmt8/\e2hnt/\!.P exp@2Smn~t!/\#, ~2.14!

whereSmn(t)5Sm(t8)1Sn(t) and the prefactorP is given
by

P5A ]12
2 Sm]12

2 Sn

]11
2 Smn]22

2 Smn2]12
2 Smn]21

2 Smn
~2.15!

with ]11
2 S5det~]2S/]q1]q1! and similar definitions apply for

the other determinants. Here, the actionsSm , Sn , andSmn are
evaluated at the stationary values ofq1 andq2 which satisfy

]Sm~t8!

]q1
1

]Sn~t!

]q1
50 ~2.16!
J. Chem. Phys., Vol. 106,
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]Sm~t8!

]q2
1

]Sn~t!

]q2
50, ~2.17!

i.e., the momentum is continuous at the surface switch
times. The above equation implies a closed path in the ph
space of~q,p! but a discontinuous path on the potential su
face because at positionsq1 and q2 the stationary classica
trajectory jumps from themth surface to thenth surface, or
vice versa.

Interestingly enough, the above steepest descent ana
of the coordinate integrations has not yet defined an ima
nary part for the termZ2,mn in Eq. ~2.12!. Therefore, we now
explore the final integration variable—over the imagina
time t—from the steepest descent perspective. Ignoring
t-dependence of the prefactor in Eq.~2.14!, one finds the
stationary condition for the imaginary time integration to
given by

]Sm~\b2tst!

]tst
1

]Sn~tst!

]tst
50 ~2.18!

which in turn implies

Em~tst8 !5En~tst!, ~2.19!

wheretst8 5 \b 2 tst. This condition insures that the trajec
tory segments have a continuous energy.

After imposing the above equality on the stationary co
ditions Eqs.~2.16! and ~2.17!, one finds

Vm~q1!5Vn~q1!, ~2.20!

and

Vm~q2!5Vn~q2!, ~2.21!

which describes a closed classical path in the upside d
potential surface of durationtst on potentialVn and\b2tst
on potentialVm . In the weak coupling limit, the instanto
trajectory is therefore recovered with a unique choice oftst.
Since the nonadiabatic instanton trajectory is now reduce
an adiabatic instanton trajectory on the cusped potential c
necting the two diabatic surfaces at their intersection,
self-consistency of the nuclear trajectory and the electro
wave function is explicitly solved.

The stationary-phase evaluation of Eq.~2.12! can now
be completed to yield

Z2,mn. iPVmn
2 b

\ S 2p\

ud2S/dt2ust
D 1/2 exp~2S/\!, ~2.22!

whereS5Smn~tst!. The purely imaginary character of thi
quantity results from the fact that stationary variabletst cor-
responds to the saddle point of the imaginary time integ
tion and, as such, gives rise to the imaginary part of
partition function to lowest nonzero order in the nonadiaba
coupling. This is the key insight which leads us to the mo
computationally useful path integral formulation of Golde
Rate rate constants presented in the next section.

To be consistent with the semiclassical treatment of
barrier partition function, the reactant partition function c
No. 5, 1 February 1997
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1773J. Cao and G. A. Voth: Quantum activated rate processes. II
also be evaluated in a similar fashion. Assuming a sin
minimum in the reactant diabatic surface, the steepest
scent approximation yields a solution

Zm.P0 exp~2bV0!, ~2.23!

whereV0 is the potential minimum@5V~q0!# and the prefac-
tor P0 is defined as

P05
1

det@2 sinh~\bAK /2!#
. ~2.24!

Here,K5]2V~q̄0!/]q̄]q̄ is the mass-scaled force constant m
trix, expanded around the reactant minimumq0. The above
expression is exact in the harmonic limit and reasonably
curate in the anharmonic limit.

The substitution of Eqs.~2.22!–~2.23! into the definition
of the quantum activated rate in Eq.~2.1! leads to the semi-
classical expression

k.SVmn

\ D 2S 2p\

ud2S/dt2ust
D 1/2 exp@2S~tst!/\1bV0#,

~2.25!

where it has been assumed that the prefactorsP andP0 are
weakly dependent on coordinates so in the region of inte
the two are approximately the same, i.e.,P.P0 . This form
of the quantum nonadiabatic rate constant results from a
quence of steepest descent approximations to the formu
Eq. ~2.1!. It is therefore a semiclassical Golden Rule ra
constant expression. Yet, the derivation is quite general,
tained without invoking the linear response~i.e., harmonic!
or classical bath approximations. Most importantly, in th
derivation, suitable for the weak coupling nonadiabatic lim
the critical unstable saddle point mode is in theimaginary
time integration. This point will be revisited in Sec. III, how-
ever, a few comments on the semiclassical Golden Rule
pression@Eq. ~2.25!# are first in order.

It is well-known that nonadiabatic electron transfer ra
for a classical nuclear system can be cast in terms o
Landau–Zener-type frequency factor and an Arrhenius ex
nential factor, i.e.,

kcl5 f e2bDF, ~2.26!

whereDF is the free energy difference between the react
minimum and the barrier top@i.e., at the cusp where
V~q![Vb#. Clearly, in the rate expression in Eq.~2.25! the
instanton action modifies the exponent, and all the nonex
nential factors correspond to the frequency factorf . Since
S~tst!/\,bVb , it can be concluded that the quantum rate
Eq. ~2.25! will be enhanced by quantum tunneling effects,
expected.

The form of Eq.~2.25! also suggests a numerical sem
classical scheme to calculate the quantum nonadiabatic
constant. First, one would construct the cusped adiabatic
tential by locating the intersection of the diabatic surfac
next, one would find the instanton trajectory with the cor
spondingtst and S~tst!, then one would calculate a close
trajectory on the discontinuous cusped potential forS~tst1d!
and S~tst2d!, respectively; and finally, with
J. Chem. Phys., Vol. 106,
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ud2S/dt2ust5@S~tst1d!1S~tst2d!22S~tst!#/d
2, one would

evaluate the rate constant from Eq.~2.25!. As it turns out, a
direct path integral approach seems more promising than
semiclassical calculation just outlined, and this will be d
scribed in the next section. Before doing that, however
consideration of the well-known spin-boson model is in o
der to insure that the standard expression for the nona
batic rate constant in that case is recovered using the pre
theoretical formalism.

D. Analysis of the spin-boson model

The spin-boson model serves as the primary model
investigating nonadiabatic transitions because it is though
capture the main features of, e.g., electron transfer reacti
while retaining a relative degree of simplicity. It is describ
by the Hamiltonian

H5Dsx1(
i51

N
1

2
miq̇i

21(
i51

N
1

2
miv i

2S qi2sz

ci
miv i

2D 2,
~2.27!

wheres is the Pauli spin matrix,D~5Vmn! is one-half the
tunnel splitting. Here, the set of coordinates$qi% constitutes
the nuclear coordinates, i.e., the boson modes, with frequ
cies$vi%, masses$mi%, and coupling constants$ci%. It can be
shown that the influence of the nuclear coordinates on
electronic dynamics~the two-state spin variable! can be de-
scribed by the spectral density, given in discrete form by23

J~v!5
p

2 (
j51

N cj
2

v j
d~v2v j !, ~2.28!

which in the classical limit is related to an appropriate fr
tion kernel.

Substitution of the above Hamiltonian into the expre
sion in Eq.~2.12! yields

Z25D2
b

\ E
0

\b

dte2F~t!/\, ~2.29!

where the imaginary time action factor reads

F~t!5
4

p E dv
J~v!

v2 @coth~b/2!2coth~b/22vt!#

~2.30!

with b5\bv. For the spin-boson model the steps leading
Eqs. ~2.29! and ~2.30! involve no approximations since th
steepest descent analysis and the cancellation of the pref
P in Eq. ~2.14! with P0 in Eq. ~2.23! are exact in this case

Because of the spatial symmetry of the Hamiltonian@Eq.
~2.27!#, the stationary phase pointtst is simply the middle
point of the thermal path, i.e.,tst5\b/2. Then, the applica-
tion of the rate formula in Eq.~2.25!, or equivalently in this
case Eq.~2.1!, leads to

k5
D2

\ F 2

\p2 E dv
J~v!

sinh~\bv/2!G21/2

3expF2bE
0

`

dv
J~v!

pv

tanh~\bv/4!

~\bv/4! G , ~2.31!
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1774 J. Cao and G. A. Voth: Quantum activated rate processes. II
which has been derived many times before and has b
widely applied in theoretical and numerical studies of el
tron transfer processes~see, e.g., Ref. 3!.

It should be noted that the imaginary time actionF~t!
can also be obtained by integrating out the harmonic coo
nates and coupling the spin variables at two different ti
slices with the influence functional. However, the semicl
sical evaluation of the imaginary time action outlined in t
previous section and applied here holds for more gen
cases, regardless of the linearity of the nuclear system
should also be noted that in Ref. 31 theadiabatic instanton
solution was solved for the spin-boson model on the cus
potential constructed in a similar way as in Eq.~2.25! ~see
also Appendix B of Ref. 18!. Though the imaginary time
action thus obtained is correct, the prefactor in the adiab
solution does not reflect the nonadiabaticity of the rate p
cess and hence leads to a very different result from the s
classical prediction based on Eq.~2.25!.

III. PATH INTEGRAL EVALUATION OF THE GOLDEN
RULE RATES

As was demonstrated in the previous section and ea
publications,18,26 the imaginary part of the partition functio
directly gives rise to the rate constant if the dynamics can
properly described as an activated rate process. Simply u
this fact, the semiclassical nonadiabatic rate expressio
Eq. ~2.25! can be derived in closed form based on Eq.~2.1!,
the expansion of the partition function in Eq.~2.11!, and a
sequence of semiclassical approximations. Interestingly
becomes clear from that analysis that the imaginary t
integration in Eq.~2.12! gives the leading imaginary part o
the barrier partition function in the weak-coupling limit an
in turn, determines the nonadiabatic instanton trajecto
That is, it is the steepest descent evaluation of the inte
over imaginary timet in Eq. ~2.12! which results in the
imaginary part of the partition function. In the weak couplin
limit, the imaginary timet can thus be identified as the un
stable quantum ‘‘reactive mode’’ variable just as the clas
cal reaction coordinate and the quantum instanton are
reactive modes in the adiabatic high and low tempera
limits, respectively.

Since the imaginary timet in the Golden Rule limit of
nonadiabatic electron transfer processes becomes the
stable reactive mode variable giving rise to the imagin
part of the barrier partition function, it then follows tha
Golden Rule rate constants can be computed directly f
Eqs. ~2.1! and ~2.12! without semiclassical approximation
for the nuclear mode path integrals. Equation~2.12!, as it
stands, represents a general form for the barrier parti
function in the weak-coupling limit and thereby can serve
the starting point for a direct path integral evaluation
Golden Rule rate constants in general~i.e., nonquadratic!
systems. To this end, at-dependent partition function is now
defined as

Z~t![Trc@e
2~\b2t!hm /\e2hnt/\#, ~3.1!
J. Chem. Phys., Vol. 106,
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which becomesZm if t50 and Zn if t5b\. Also, a free
energyF~t! can be introduced as a function of the imagina
time t according to

Z~t![exp@2bF~t!#. ~3.2!

The free energy is then expanded around its stationary p
tst, giving

F~t!5F~tst!1
1

2

d2F~tst!

dt2
~t2tst!

21••• , ~3.3!

where the first derivativedF~tst!/dt vanishes because of th
stationarity condition. Then, the steepest descent approx
tion for the imaginary time integration inZ2,mn in Eq. ~2.12!
gives

Z2,mn. iVmn
2 b

\ S 2p

bud2F/dt2ust
D 1/2 exp@2bF~tst!#.

~3.4!

Here, the second derivative of the free energy is alw
negative, which will be more obvious once its explicit e
pression is derived in the next paragraph. Consequently,
~3.4! can now be used in the universal rate expression in
~2.1! to give

k.
Vmn
2

\2Zm
S 2p

bud2F/dt2ust
D 1/2 exp@2bF~tst!#, ~3.5!

which can be viewed as a general, closed-form Golden R
rate formula. It should be noted that the application of E
~3.5! to the spin-boson Hamiltonian in Eq.~2.27! recovers
the exact Golden Rule rate formula for that model in E
~2.31!.

The rate expression in Eq.~3.5! is clearly applicable to
realistic computer simulations. To make this more explic
the partition functionZ~t! can be expressed in the framewo
of imaginary time Feynman path integrals as

Z~t!5E •••E Dq~s!expH 2Sm@q~s!#/\

1E
0

t

dsDV@q~s!#/\J , ~3.6!

whereDV5hm2hn is the difference of the two diabatic en
ergy surfaces and is assumed to be a function of coordin
only. Then, the first and second derivatives of the free ene
in Eq. ~3.3! can be explicitly evaluated, giving

dF

dt
52

1

\b
^DV~q!&t , ~3.7!

and

d2F

dt2
52

1

\2b
@^DV~q!2&t2^DV~q!&t

2#, ~3.8!

where^f ~q!&t denotes at-dependent thermal average or, e
plicitly,
No. 5, 1 February 1997

t¬to¬AIP¬copyright,¬see¬http://ojps.aip.org/jcpo/jcpcr.jsp



1775J. Cao and G. A. Voth: Quantum activated rate processes. II
^ f ~q!&t5
*•••*Dq~s! f @q~t!#exp$2Sm@q~s!#/\1*0

tV@q~s!#ds/\%

*•••*Dq~s!exp$2Sm@q~s!#/\1*0
tV@q~s!#ds/\%

. ~3.9!
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Since the second derivative is always negative as indicate
Eq. ~3.8!, the stationary pointtst always corresponds to
maximum on the free energy curveF~t!, or equivalently, a
minimum of thet-dependent partition function.

With the explicit expressions in Eqs.~3.5!–~3.9! in hand,
a numerical procedure to evaluate Golden Rule rate c
stants becomes possible. A path integral Monte Carlo si
lation is employed to map out thet-dependent free energ
surfaceF~t!, the maximum is identified, the second deriv
tive is computed, and the rate is thus determined in clos
form, including both the exponential and pre-exponen
factors. The simplicity of this numerical prescription mak
it applicable to a wide range of realistic processes~e.g., elec-
tron transfer! without assumptions for the functional form o
the diabatic potentials or the classical vs quantum natur
the nuclear modes. In particular, the commonly employ
practice of mapping the electron transfer system onto
spin-boson~harmonic bath! model is not necessary.

The complementary perspective of Wolynes17 on this
subject must certainly be noted. By writing the Golden R
rate constant ask}*2`

` dt8eif(t8) he argued that the integra
would be dominated by a saddle point in purely imagina
time, giving rise to an expression for the quantum Arrheni
type exponential factor which is the same as the one der
above. This observation, he further suggested, could be
ploited numerically with path integral Monte Carlo metho
to calculate the quantum activation free energy in nona
batic systems. Wolynes’ intuitive picture has now reappea
in the framework of the present paper and the unified r
expression in Eq.~2.1! evaluated in the weak-coupling limit
The present work goes one step further, however, in th
closed-form expression for the rate constant@Eq. ~3.5!# has
been derived. Furthermore, the weak coupling result is b
limiting case of the more general nonadiabatic instanton
lution in Eq. ~2.4!.18

It should also be noted that the centroid density of
electronic state path variables~t! was first shown to give the
correct activation energy for electron transfer by Gehlen
Chandler15 and was later investigated more extensively
Song and Stuchebrukhov16 within the context of the spin-
boson model. In their work, the concept of the electro
centroid variable was introduced as a natural extension
PI-QTST~Refs. 10–13! for electron transfer without full jus-
tification. By deducing the weak coupling expression fro
Eq. ~2.1!, it becomes apparent that the prefactor 1/\b should
be adopted regardless of temperature in the weak coup
limit, and that the use of electronic centroid variable is m
appropriate for cases of small nonadiabatic coupling c
stants.
J. Chem. Phys., Vol. 106,
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IV. A NUMERICAL EXAMPLE

In this section, numerical nonadiabatic instanton cal
lations are presented for the spin-boson model to illustr
the theory developed in the present and previous paper
has already been shown that the theory is exact in the w
coupling limit, so what remains is to explore the nonad
batic instanton solution over the full range of couplin
strengths.

To overcome the numerical difficulties associated w
the infinite dimensionality implicit in the spin-boson mode
a transformation can first be introduced from the spin-bo
Hamiltonian to the two-level Brownian Hamiltonian. Th
derivation is found in Appendixes B and C. The transform
tion to the two-level Brownian oscillator Hamiltonian re
duces the multidimensional spin-boson model to an ess
tially one-dimensional dissipative nonadiabatic instan
calculation, thus reducing the computational effort drama
cally. However, it should be noted that there is no fundam
tal problem associated with the nonadiabatic instanton s
tion in multidimensional space.18 The Brownian oscillator
transformation is simply designed to facilitate numerical
ficiency by making use of the Gaussian nature of the sp
boson bath modes.

The essential details of the numerical procedure for
nonadiabatic instanton method and its convergence pro
ties have been discussed in the previous paper.18 The algo-
rithm consists of the following steps:

~1! The transformation based on relations Eqs.~B6!–~B8! is
carried out for a given bath spectral densityJ~v!.

~2! An approximate instanton trajectory is used as an inp
An educated guess is the instanton solution for the a
batic surface in the strong coupling region or the insta
ton solution for the cusped barrier31 in the weak coupling
region.

~3! The Bloch equation in Eq.~2.7! is solved numerically for
the given nuclear instanton path. At each time s
e5\b/P, the electronic~diabatic! states at that imaginary
time is propagated for one time step. The initial stateum&
and the final stateun& are taken to be the right and the le
diabatic surfaces, respectively.

~4! The equation of motion in Eq.~2.9! is iterated to a con-
verged instanton trajectory for the given electronic wa
function. The rate of convergence depends on the
cretization number and the initial input. Generally, it h
been found that 102–103 iterations will yield conver-
gence.

~5! Steps ~3! and ~4! are repeated as a loop until sel
consistency is reached.

~6! Once the instanton solution is found, the fluctuation m
trix in Eq. ~A1! is computed and diagonalized. A vanis
ingly small eigenvalue assures a satisfactory stationa
No. 5, 1 February 1997
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1776 J. Cao and G. A. Voth: Quantum activated rate processes. II
condition@Eq. ~2.9!# and a negative eigenvalue indicat
the metastability of the particular solution~i.e., the ‘‘bar-
rier’’ partition function!. The prefactorD in Eq. ~2.10!
can thus be calculated, and the actionS and workW
computed, hence yielding the instanton rate constan
Eq. ~2.10!.

The spin-boson Hamiltonian is defined by Eq.~2.27!,
and the spectral density in the present study was taken t
Ohmic with an exponential cutoffvc , giving

J~v!5
p\K

2
ve2v/vc, ~4.1!

whereK is the Kondo constant. The parameters were cho
in the present case to be\51.0,b53.0,vc50.707,K50.25.
The Ohmic spectral density can be substituted into E
~B6!–~B8! to yield v0

252vc
2, l252\Kvc

3, and

Vĥ~V!5
*dvv2e2v/vc

*dvv2e2v/vc/~v21V2!
22vc

22V2 ~4.2!

which was evaluated numerically. A discretization parame
of P5200 was used in the calculations, and the converge
of the wavefunction and the nonadiabatic instanton trajec
was always achieved in less than 100 iterations.

In Fig. 1, the spin-boson rate constant is plotted a
function of the coupling constantD on a logarithmic scale. In
the strong coupling region, the nonadiabatic instanton
approaches the adiabatic rate~dot–dashed line! because the
coupling is strong enough that the quantum transition ta
place on the lower adiabatic surface. The rate in this reg
has an exponential dependence on the coupling cons
namely,k}exp~bD!. In the weak coupling region, the nona
diabatic rate obviously becomes proportional toD2, as pre-
dicted by the Golden Rule~dashed line!. The rate in this
region can be described by the linearized semiclassical
expression Eq.~2.31!. Overall, the nonadiabatic instanton s
lution bridges these two limits and is thus capable of treat

FIG. 1. A logarithmic plot of the rate constantk vs the nonadiabatic cou
pling constantD for the spin-boson Hamiltonian given in Eq.~2.27!. For
comparison, the Golden Rule prediction from Eq.~2.31! is plotted as a
dashed line, and the adiabatic instanton rate constant is plotted as a
dashed line.
J. Chem. Phys., Vol. 106,
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systems described by an arbitrary nonadiabatic coup
strength. It should also be noted that numerically exact me
ods have been developed for studying the quantum dynam
of the spin-boson model for most values of the relev
parameters.4–9 The nonadiabatic instanton approach, ho
ever, does not rely on a harmonic bath assumption whic
key to the quantum dynamical methods.

V. CONCLUDING REMARKS

In the present paper, the weak-coupling nonadiab
limit of a newly proposed26 unified expression for the quan
tum activated rate constant has been explored. The latte
pression is based on the imaginary part of the barrier pa
tion function which, in turn, arises from a steepest desc
integration over a generalized reactive mode in quantum
tems. This mode is seen to change its character dependin
the temperature and the system at hand. Indeed, in the n
diabatic limit the saddle point mode appears in an imagin
time integration. This perspective leads to a semiclass
Golden Rule rate constant expression which is general
independent of any approximations for the character of
nuclear modes. Even more importantly, the steepest des
treatment of the nuclear modes can be avoided altoget
thus retaining only the steepest descent evaluation of
imaginary time integral. This approach gives rise to a clos
form expression for the Golden Rule rate constant which
also general and can be readily evaluated for realistic s
tems using imaginary time path integrals. By also using
imaginary part of the barrier partition function concept, t
nonadiabatic instanton approach18 was shown to go beyond
the weak coupling expression through a study of the mu
dimensional spin-boson problem. The application of the
ideas to realistic condensed phase systems is a priority
future research.
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APPENDIX A: EVALUATION OF THE NONADIABATIC
INSTANTON PREFACTOR

In this appendix, the prefactorD in Eq. ~2.10! is explic-
itly expressed as a normalized determinant of the seco
order functional derivative matrix along the instanto
trajectory.29,35 This procedure is numerically best imple
mented for a discretized path, i.e.,

d2S

dqidqj
5
m

e2
~2d i , j2d i , j112d i , j21!

1d i , j K ]2Hd@q~t!#

]qi]qi
L
d

1eCd,i j , ~A1!

ot–
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1777J. Cao and G. A. Voth: Quantum activated rate processes. II
where the indicesi and j denote two different discretize
imaginary time slices,qi and qj are the corresponding
nuclear coordinates along the instanton path, ande5\b/P,
with P being the number of discretizations. Here, the qu
tum fluctuation correlation matrix is given by

Cd,i j5 K ]Hd@q~t!#

]qi
u~t i ,t j !

]Hd@q~t!#

]qj
L
d

2 K ]Hd@q~t!#

]qi
L
d
K ]Hd@q~t!#

]qj
L
d

. ~A2!

The quantum average over the diabatic basis fort<\b/2 is
introduced here as

^ f ~t!&d5
^nuu~\b/2,t! f ~t!u~t,0!um&

^nuu~\b/2,t!u~t,0!um&
, ~A3!

or, if t>\b/2, then

^ f ~t!&d5
^nuu~\b,t! f ~t!u~t,\b/2!um&

^nuu~\b,t!u~t,\b/2!um&
. ~A4!

In Eqs.~A3! and ~A4!, the denominators are independent
the variablet. The quantum averages are carried out by
suming a particular nuclear pathq~t! and are thus functional
of the nuclear paths.

The dimensionality implicit in the above equations
such thatd2S/dqidqj is a matrix of dimensionN3P, where
N is the number of physical degrees of freedom of the s
tem. When diagonalizing this matrix, there will be a negat
eigenvalue giving rise to the imaginary part of the partiti
function, and a zero eigenvalue corresponding to the tran
tionally invariant mode.21 The existence of a zero eigenvalu
is an indication of a true instanton solution. The removal
the zero eigenvalue requires the proper normalization.

For a free particle, the matrix describing the quantu
path fluctuations is given by

d2S

dqidq
5
m

e2
~2d i , j2d i , j112d i , j21!. ~A5!

A normal-mode transformation leads to the eigensolution
the matrix in Eq.~A5!, i.e.,36

l l52~m/e2!@12cos~2p l /P!#, ~A6!

where the indexl ranges from2~P21!/2 to ~P21!/2 for odd
values ofP, and it ranges from2~P22!/2 to P/2 for even
values ofP. The case ofl50 gives a zero eigenvalue whic
corresponds to the translational invariance in the free par
space. Removal of this zero eigenvalue leads to
condition36

)
lÞ0

l l5~m/e2!P21P2, ~A7!

which recovers the correct free particle density.
Therefore, the instanton matrix in Eq.~A1! is normalized

to the free particle prefactor, giving

D5 lim
P→`

1

P2 det8S e2m21
d2S

dqidqj
D , ~A8!
J. Chem. Phys., Vol. 106,
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where ‘‘det8 ’’ stands for the value of the determinant wit
the zero eigenvalue removed. The above equation is use
the prefactor in Eq.~2.10!.

APPENDIX B: THE TWO-LEVEL BROWNIAN
OSCILLATOR MODEL

The two-level Brownian oscillator model has been pop
larized as an analytically solvable model to describe el
tronic absorption line shapes and various nonlinear opt
processes in condensed phases.37,38 In this model, the system
and the bath are explicitly separated asH5Hs1Hb , where
the system Hamiltonian is given by

Hs5Dsx1
1

2
mq̇21

1

2
mv0

2S q2
l

mv0
2 szD 2 ~B1!

and the bath Hamiltonian is given by

Hb5 (
j51

N21 F12 m̄j ẋ j
21

1

2
m̄j v̄ j

2S xj1 c̄n
m̄j v̄ j

2 qD 2G . ~B2!

Here,q is the Brownian oscillator coordinate, with its ba
frequencyv0 and bare coupling constantl, and the set of
coordinates$x% constitutes the bath modes, with frequenc
$v̄ j%, masses$m̄i%, and coupling constants$c̄ı%. To distin-
guish from the similar parameters in the spin-boson Ham
tonian in Eq.~2.27!, the bath parameters here are deno
with an overbar.

In the context of imaginary time path integrals, the ba
Hamiltonian can be explicitly integrated out, resulting in t
system path integral28

Ss /\5
1

\ E
0

\b

dtHs@q~t!#1bm(
n.0

Vnĥ~Vn!uq̃nu2,

~B3!

where the last term is the influence functional. Here,q̃n is the
Fourier transform of the pathq~t!, defined as

q̃n5
1

\b E
0

\b

dtq~t!e2 iVnt, ~B4!

with Vn52pn/\b, and ĥ(Vn) is the Laplace transforma
tion of the mass-scaled friction kernel, defined by

ĥ~Vn!5(
j51

N c̄ j
2

mm̄v̄ j
2

Vn

Vn
21v̄ j

2 . ~B5!

Since the two models are equivalent, there exists
unique transformation between the spin-boson and
Brownian oscillator Hamiltonians. The derivation of th
transformation is presented in Appendix C. With the defi
tion of the spectral density in Eq.~2.28!, we can rewrite the
relations given by Eqs.~C2!, ~C8!, and~C10! as

v0
25

*dvvJ~v!

*dvJ~v!/v
, ~B6!

l25
2m

p E dvvJ~v!, ~B7!

and
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1778 J. Cao and G. A. Voth: Quantum activated rate processes. II
Vnĥ~Vn!5
*dvvJ~v!

*dvvJ~v!/~v21Vn
2!

2v0
22Vn

2. ~B8!

Thereby, all the parameters of the Brownian oscillator can
determined from the spectral density of the spin-bos
modelJ~v!.

An important consequence of this transformation can
easily noted. Without the inclusion of the influence fun
tional, the system Hamiltonian in Eq.~B1! gives an activa-
tion energy

Ea5
l2

2mv0
2 5

1

p E dv
J~v!

v
, ~B9!

which recovers exactly the classical activation energy of
spin-boson Hamiltonian. When substituting into the sing
mode rate expression, one obtains

k.
D2

\
Ap sinh~b/2!

2Ea\v0
expF2bEa

tanh~b/4!

~b/4! G , ~B10!

with b5\bv0. This expression approximates the Gold
Rule rate constant and recovers the exact classical limi
view of Eq. ~B10!, it might be reasonable to usev0 as a
characteristic frequency of the nuclear system and to incl
the friction kernel only when both dissipationand quantum
effects are significant. It should also be noted that the frict
kernel Eq.~B8! is determined by the functional form of th
spectral density but is independent of its strength.

APPENDIX C: TRANSFORMATION BETWEEN THE
SPIN-BOSON AND BROWNIAN OSCILLATOR
HAMILTONIANS

In this appendix, we will derive the transformation fro
the spin-boson Hamiltonian to the two-level Brownian osc
lator Hamiltonian~see also Refs. 31 and 39!. First, we re-
write the relevant potential terms of the spin-boson Ham
tonian given in Eq.~2.27! as

(
i51

N

szciqi5szlq, ~C1!

whereq5( i51
N giqi , gi5ci /l, and

l25(
i51

N

ci
2. ~C2!

For simplicity, a unit mass is assumed in this appendix. O
viously, the new variableq is the collective coordinate which
couples directly to the spin variable. Our goal is to find
effective potential for the term( i51

N v i
2qi

2/2 such that it con-
sists of a set of harmonic oscillator coordinates$xj% linearly
coupled toq, that is

(
i51

N
1

2
v i
2qi

25
1

2
v0
2q21 (

j51

N21
1

2
v̄ j
2S xj1 c̄ j

v̄ j
2 qD 2[Veff .

~C3!

In another words, we want to find a linear transformati
from the coordinate set$qi% to the collective coordinateq0
and its orthogonal set$xj%.
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A general coordinate transformation can be carried
by making use of the identity

)
i51

N E dqidS q2(
i51

N

giqi D expF2b(
i51

N
1

2
~v i

2qi
21V2qi

2!G
5 )

j51

N21 E dxj expF2bS Veff1
1

2
V2q2

1 (
j51

N21
1

2
V2xj

2D G , ~C4!

whereV is a real variable to be specified andVeff is the
effective potential given in the right-hand side of Eq.~C3!.
Completing the Gaussian integration, we have40–42

W~V!5v0
21V22 (

j51

N21 c̄ j
2

v̄ j
21V2 1 (

j51

N21 c̄ j
2

v̄ j
2 ~C5!

and

)
i51

N

~v ı
21V2!5W~V! )

j51

N21

~v̄ j
21V2!, ~C6!

whereW is an auxiliary function defined as

1

W~V!
5(

i51

N gi
2

v i
21V2 . ~C7!

The identity Eq.~C6! has been derived before and has be
widely used in the Hamiltonian formulation of transitio
state theory.43

With these identities in hand, the frequency of the c
lective modeq is found to be

v0
25W~0!5S (

i51

N gi
2

v i
2D 21

, ~C8!

which can be interpreted as the average collective freque
of the nuclear system.

Now with the expression forv0 andl explicitly given by
Eqs. ~C2! and ~C8!, the system Hamiltonian~B1! is well-
defined, but the bath Hamiltonian Eq.~B2! is yet to be de-
termined. However, the full parameterization is not nec
sary because the effect of the bath is to introduce dissipa
into the system. This effect is fully captured in the path
tegral framework by the friction kernel, given as

Vnĥ~Vn!5 (
j51

N21 F c̄ j
2

v̄ j
22

c̄ j
2

~v̄ j
21Vn

2!G . ~C9!

An application of the identity in Eq.~C5! leads to

Vnĥ~Vn!5W~Vn!2W~0!2Vn
2

5
1

( i51
N gi

2/~v i
21Vn

2!
2

1

( i51
N gi

2/v i
2 2Vn

2,

~C10!
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which defines the dissipation on the system Hamiltoni
The three relations Eqs.~C2!, ~C8!, and~C10! can be recas
in a continuous form as given in Eqs.~B6!–~B8!.
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