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ABSTRACT: 
 
The term “integration” can be defined as the fusion of two separate entities, resulting in a new entity. Integrating laser scanning with 
photogrammetry allows us to compensate for the individual weaknesses of each method alone, thus providing more accurate 
modelling, interpretation and classification of the surroundings. Laser scanners produce data that can vary in terms of point density, 
field of view, amount of noise, incident angle, and distribution method. Similarly, the accuracy requirements or level of automation 
may also vary. Therefore, no single registration method overcomes others. The most suitable method is usually case-specific. This 
paper presents a short overview of current registration approaches and proposes four levels of integration: object-level integration, 
photogrammetry aided by laser scanning, laser scanning aided by photogrammetry, and tightly integrated laser scanning and optical 
images. In addition, some examples are presented of integrated laser scanning and photogrammetric data.  
 
 

                                                                 
*  Corresponding author.   

1. INTRODUCTION 

Both terrestrial (TLS) and airborne (ALS) laser scanning (LS) 
offer improvements over photogrammetric methods (Hyyppä et 
al., 2000; Jansa et al., 2004). LS methods are based on using 
active sensors that transmit and receive light rays for range 
measurements. In addition to range information, LS data can 
also include information on the backscattered intensity of the 
returning light. If the full-waveform is available, the accuracy 
of the range information can be improved in the post-processing 
phase, and other information can also be derived, such as the 
length of the returned echo. Some advantages of LS include the 
immediate generation of a 3D point model, ability to partially 
penetrate through vegetation and water, accuracy of the range 
measurements, ability to measure areas without texture, the 
ability to measure even in the dark, and competitive expenses. 
 
Soon after LS devices had been developed to a commercial 
level, many people speculated that photogrammetry would be 
totally replaced by LS. After the initial enthusiasm, however, it 
has become more obvious that integrating optical information 
with LS has many advances. The major advantages of images 
are similarity to human vision, well-known internal geometry, 
good interpretability, ability to capture texture and multichannel 
reflectance information, ability to model moving objects, re-
measurability, and use of a frame-based acquisition method. 
Because of the geometric stability of images, they are the most 
suitable references for inspecting laser point clouds.  
 
The term “integration” can be defined as the fusion of two 
separate entities, resulting in the creation of a new entity. 
Properly integrating laser scanning with photogrammetry allow 
us to compensate individual weaknesses of each method alone, 
thus providing more accurate applications for modelling, 
interpretation and classification of surrounding objects.   
 

LS devices can be categorized into two major classes based on 
the physical measuring method: triangulation and time-of-flight 
(TOF) (Blais, 2004). TOF methods have two major variants: 
pulse-based systems and those based on the phase differences of 
modulated light rays. In the triangulation method, the camera 
comprises a constant part of the device. In the case of TOF 
systems, an external camera is usually attached to a scanner or 
images are taken separately. In addition to normal lenses, 
cameras can have panoramic or fish-eye lenses or the 
panoramic camera can be based on line sensor.   
 
Registration plays a key role when combining different types of 
data. If the registration fails or is incomplete, the integration 
may give misleading information. Since different laser scanners 
produce data that can vary in terms of point density, field of 
view, amount of noise, incident angle, distribution method, and 
the accuracy requirements or the level of automation may 
significantly vary, there is no single general registration method 
that would outperform the others. The most suitable method is 
typically case-specific.  
 
This paper presents an overview of various registration 
approaches, proposes four levels of integration and provides 
examples of integrated LS and photogrammetric data.   
 
 

2. REGISTRATION 

Registration can be considered the foundation on which the 
integration is based. In principal, registration is completed 
either by determining the sensor orientations of the images and 
LS separately for the common coordinate system or by directly 
determining the relative orientation of the data sets (Fig. 1). By 
default, the latter method ensures better mutual accuracy, 
because it includes only one transformation and always uses the 
common tie features. In those cases in which a camera is 
permanently mounted to the laser scanner, the system only 
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occasionally needs to be calibrated in order to ensure the 
registration of LS point clouds and images.  

 
Figure 1. LS point clouds and images can be registered either 

separately into the common coordinate system (left) 
or by directly determining one relative orientation 
(right). 

 
2.1 Registration through the common ground coordinate 
system 

ALS obtains the position and attitude information from the 
Global Positioning System (GPS) and Inertial Navigation 
System (INS) sensors. The accuracy of these direct orientation 
sensors even challenges the conventional photogrammetric 
aerial triangulation (Heipke et al., 2002). If transformation to a 
local coordinate system is needed, the datum is typically found 
using planar areas. GPS and INS observations are nowadays 
used as additional observations in the block adjustment for 
determining the camera locations in aerial triangulation. 
 
Both TLS and terrestrial images are typically registered to a 
known coordinate system using targets, since targets can be 
interpreted easier and measured more accurately than natural 
features.   
 
2.2 2.3 Direct registration between laser scanning data and 
images 

Registration of LS data and images basically follows the same 
workflow as registration of two or more images. According to 
Zitova (2003), the majority of registrations have four steps: 
feature detection, feature matching, transform model estimation, 
and transformation. Transformation may also include 
resampling.    
 
The main problem with feature detection lies in finding features 
that can be robustly interpreted from both LS data and images. 
Moreover, possible perspective differences can further hinder 
interpretation. Appropriate feature selection depends greatly on 
the density of the LS point cloud. The resolution of currently 
available terrestrial laser scanners is high, especially when 
measuring short distances. In such dense point clouds, even 
small details are visible, thus enabling the detection and 
measurement of photogrammetric targets, for example. 
Typically, the intensity information from LS is used for 
identifying centres of 2D circular targets (Parian and Gruen, 
2005) or natural features (Elstrom et al., 1998; Forkuo and 
King, 2004) that are also easy to identify from images. Most LS 
devices operate at an infrared band, which must be taken into 
account when natural tie features are selected from intensity 
images (Smith and Elstrom, 1999).  
 
The point density of ALS is usually sparser than TLS data and 
can vary significantly depending on the LS device and flying 
altitude. In addition, customers may have specific desires for 
point density. Noise, outliers and the large footprint of the 

single laser beam, as well, may prevent the identification of 
finding robust and accurate tie features.   
 
Several alternatives to the use of corresponding features have 
been proposed for the registration of LS data and images, 
including the edges of buildings (Schenk and Csatho, 2002; 
Zhang et al., 2005), conjugate straight-line segments (Habib et 
al., 2005), planar objects (Roux, 2004), and surfaces (Habib and 
Schenk, 1999; Postolov et al., 1999; Wendt and Heipke, 2006).  
 
In addition to numerical methods, manual methods can also be 
useful for registration. Rönnholm et al. (2003) describe how 
ALS data and terrestrial images can be registered using an 
interactive orientation method. Similar to numerical methods, 
the interactive orientation method requires enough tie features 
within the image footprint. LS data usually include many small 
details, such as hits from street lamps, pipes, antennas, and 
trunks. In numerical registrations, all these details are filtered 
out because they are considered to be outliers. Nevertheless, 
small details can be valuable during the registration using 
interactive methods.    
 
Physical models describe the geometrical aspects of the data 
acquisition process. In the case of images, the physical model is 
typically the collinearity model extended by suitable additional 
parameters. Physical models can also be determined for LS 
(Schenk, 2001).  
 
Finally, the data sets are transformed using the selected 
transformation model. If regularly spaced data (e.g., image or 
laser data organized in a grid) is transformed, the new 
coordinates are non-integer and will require some interpolation. 
In the case of irregularly spaced laser data, interpolation is not 
needed. 
 

Errors that affect registrations 

Both images and LS data can have internal errors which can 
affect registration. Frame-based photogrammetry uses interior 
orientation for solving these errors. The internal errors of 
cameras can be minimized by accurately determining the 
principle point, the principle distance and lens distortions. 
 
According to Schenk (2001), ALS data typically include LS 
range errors, scan angle errors, LS mounting errors, GPS 
mounting errors, INS errors, systematic GPS errors, error in the 
geoid normal, synchronization error, and interpolating error. 
These errors can be reduced using, e.g., overlapping laser strips, 
ground control features and photogrammetric references. 
Pushbroom images have GPS and INS errors similar to those 
for LS. It would be interesting to acquire simultaneously 
pushbroom images, frame-based images and LS data, and to 
investigate whether comparison of bushbroom and frame-based 
images could be used for eliminating GPS and INS errors from 
LS data. 
 
Terrestrial laser scanners can suffer from physical errors similar 
to those of total stations. Physical parameters, however, are not 
sufficient to describe all errors in TLS data. Therefore, also 
empirical parameters should also be used. Lichti and Licht 
(2006) give good information on calibrating terrestrial laser 
scanners.         
 
Different surface materials may cause systematic shifts in the 
LS data (Boehler et al., 2004). Pfeifer et al. (2004) pointed out 
that surface types other than those used for calibration cannot 
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be expected to have correct heights. One factor causing 
variation in the range with different surface materials is the 
selected triggering method of the returning echo. Katzenbeisser 
(2003) gives illustrative presentation of how LS echoes interact 
with various surfaces. Wagner et al. (2004) proposed that 
different triggering methods or a combination of methods 
should be used to achieve optimal performance for each surface 
type. If full-waveform LS data is not available, it is not possible 
to re-process the triggering phase. Nevertheless, the effect of 
false triggering can be reduced by class- or object-based 
registration. Fig. 2 illustrates how some ALS echoes from white 
road paintings are shifted downwards from the level of the 
asphalt.   
 

 
 

 
 
Figure 2. The cross-section of ALS data reveals how some 

echoes are shifted downwards from the asphalt level 
when hitting the white road markings. 

 
In addition to internal error sources, the interpretation of tie 
features can reduce the accuracy of registration. Interpretation 
can be difficult, if the data is coarse, noisy or difficult to 
perceive. 
  
 

3. LEVELS OF INTEGRATION 

The integration of laser point clouds and images can have 
different levels depending on the desired end-product, the 
nature of the original data or differences in emphasis. The four 
main levels of integration are: 
 

1. Object-level integration 
2. Photogrammetry aided by laser scanning 
3. Laser scanning aided by photogrammetry 
4. Tightly integrated laser scanning and optical images  

 
In this chapter, the levels of integration are described in greater 
depth and some examples from the literature are presented as 
examples to illustrate the applications of each integration type.  
 
3.1 

3.2 

Object-level integration 

In object-level integration, LS and photogrammetric data are 
processed and interpreted separately (Fig. 1). A typical example 
of object-level integration is the creation of hybrid 3D virtual 
models, in which digital terrain model is created from laser 
point clouds, but breaklines and buildings are measured from 
images. Integration is not limited to involve only either airborne 
or terrestrial data. Actually, the most complete 3D virtual 
models may integrate information from ALS, TLS, aerial 
images, terrestrial images, and geodetic observations. 
 
Orientation to the common coordinate system is usually done 
separately for LS and images. However, if common features can 

be found, registration of interpreted 3D objects can also be 
used. 
 

  

  

  

 

 

Laser scanning Image acquisition 

Orientation Orientation 

Interpretation Interpretation 

Registration 

Interpretation 

 
Figure 3. Object-level integration of LS and photogrammetry. 
 
 

Photogrammetry aided by laser scanning 

The second level of integration is photogrammetry aided by LS. 
Although the main focus is on images, LS data is also 
necessary. In this approach, LS data and images are either 
separately oriented or directly registered into a common 
coordinate system. A typical example of this level is the 
creation of orthophotos using LS-based surface modes (e.g., 
Wehr and Wiedemann, 1999). The relief displacement errors 
are eliminated from the original images using the information 
from the LS-based object models or, in the case of aerial 
images, digital terrain models.    
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Photogrammetry is aided by LS. 
 
By augmenting photogrammetry with laser data, the popularity 
of mono-plotting can be significantly improved. The principle 
is that the features can be selected from the image plane, and 
the depth information is derived from laser data. Mono-plotting 
applications have been proposed, for example, by Abdelhafiz et 
al. (2005) and Ressel et al. (2006). 
 
Kern (2001) made an interesting proposal to reduce the effects 
of shadows from the original images using LS-derived 3D 
models. The idea was that circumstances similar to those 
occurring during image exposure are reconstructed using 3D 
model and ray-tracing software. Although this approach has yet 
to be implemented, it could be beneficial both with aerial and 
terrestrial photogrammetry. 
 
Haala and Brenner (1999) used an ALS-derived normalized 
digital surface model with colour-infrared aerial images to 
improve image-based classification of streets, grass, trees, 
buildings, and shadows.  

  

 

 

 

Laser scanning Image acquisition 

Registration and 
Orientation Orientation 

Interpretation 
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Wendt (2007) used TLS point clouds for choosing planar tie 
features from image-derived set of interest points. This method 
enabled automatic registration of images and laser scans. 
  
Visualization of 2D images or videos in 3D is possible, e.g., 
using 3D depth maps (Harman, 2000; Fehn et al., 2002). 
Similar methods are used with some autostereoscopic displays, 
such as lenticular or barrier displays, in which several sub-
images are created from one 2D image and the depth map. With 
this technique, only one image and a depth map need to be 
stored, instead of five sub-images, for example. The conversion 
of regular 2D video stream with associated depth maps to 
autostereoscopic displays will be included in the new MPEG-C 
standard, ISO/IEC 23002-3 (Bourge et al., 2006). 
 
3.3 

3.4 

Laser scanning aided by photogrammetry 

The third level of integration is LS aided by photogrammetry. 
The main focus is on LS point clouds, though image data 
provide additional information. The most typical approach 
involves the colour coding of the laser point cloud. In this 
approach, the colour values are taken from registered images 
and are attached to 3D laser points. In addition, the textures can 
be extracted from images and attached to LS-derived 3D 
meshes. This approach is useful for creating detailed and 
photorealistic impressions even with quite an approximate 
mesh.  
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. LS is aided by photogrammetry. 
 

One interesting approach is the registration of separate 
terrestrial laser scans using the relative orientations of images 
from a camera integrated into a laser scanner (Al-Manasir and 
Fraser, 2006; Kang et al., 2007). Image-based registration 
provided better registration than the commonly used Iterative 
Closest Point (ICP) method (Al-Manasir and Fraser, 2006).  
 
St-Onge and Achaichia (2001) proposed integrating laser-
derived digital terrain models and photogrammetric tree height 
models to bring out the temporal aspect that is essential for 
many practical applications. 
 
St-Onge (1999) overlaid the rectified multispectral videography 
onto the canopy height model to help in locating trees. He also 
suggested using imagery for providing information on tree 
species. Later (St-Onge and Achaichia, 2001), the canopy 
height models were extracted from historical aerial images 
bringing out the temporal variations of forests.  
 
Matikainen at al. (2003) used colour information from aerial 
images to classify segmented ALS point clouds with fuzzy 
logic. Lichti (2005) classified TLS point clouds using the 
colours of terrestrial images together with near infrared 
information from TLS as input for the thematic classifier.  
 

Persson et al. (2004) presented a method for tree species 
classification using integrated data. Individual trees were first 
extracted from the ALS data. Then, the corresponding spectral 
information was taken from near-infrared images and was used 
to separate different tree species.   
 
Rönnholm et al. (2004) suggests that terrestrial images can be 
used for understanding how ALS data interact with various 
structures. Their examples illustrated cases in which ALS data 
underestimated tree heights.  
 

Tightly integrated laser scanning and optical images 

The last level of integration contains tightly integrated LS and 
optical images. The main difference between this level and the 
previous ones is that registration after data acquisition is 
unnecessary. Typically, the laser scanner and camera are 
integrated at the device level by mounting both sensors rigidly 
on the same platform. After system calibration, the relationship 
between LS data and images is known. However, the data can 
be used identically to three other levels of integration. The trend 
in the development of laser scanners is towards tightly 
integrated systems. 
 
 

  
 
 
 
 
 
 
 
 
Figure 6. Tightly integrated laser scanning and photogrammetry 

with simultaneously data acquisition.  
 
The first impression is that in each case when the laser scanner 
and camera are attached to a common platform, the system is 
tightly integrated. In principle, this is the case. However, there 
is some doubt as to whether all TLS devices with externally 
mounted cameras and mobile systems can truly be categorized 
as tightly integrated, or whether they are only approximately 
integrated. In the case of TLS, the point density can be very 
high. Thus, the registration of images and LS data should be 
accurate. In many cases, the position of the camera slightly 
changes when the camera is remounted onto the system, 
creating the need for on-site system calibration. Laser scanners 
that are based on triangulation can be categorised with more 
certainly as tightly integrated systems.  
 
Despite a few exceptions (e.g. Zhao and Shibasaki, 2003), 
current air- and vehicle-borne mobile systems typically employ 
frame-based image acquisition and non-frame-based laser 
scanners. Even if the location of the laser scanner can be 
accurately known at the time of image exposure, the scanner 
can take only a few observations before the location is changed. 
Therefore, a laser point cloud that covers the footprint of the 
image can have non-homogeneous internal geometry, and the 
data acquisition perspective is changing continuously.  
 
The most desired application would be a simultaneously taken 
frame-based optical and range images. In applications that 
require high accuracy, the data acquisition of both methods 
should share the same line of collimation. The imaging system 
based on focal plane arrays fulfils these demands (Steinvall, 

 

 

  Laser System Optical 
Scanning        calibration         image 

Orientation 
  

 
 

 

 

Laser scanning Image acquisition 

Registration and 
Orientation 

Interpretation 

Orientation 
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2003). Frame-based 3D range cameras using the time-of-flight 
principle already exist, such as SwissRanger, in which the 
optical image and range information can be collected 
simultaneously. Thus, the resolution of the range image is still 
low compared to optical images.  

4.2 

 
 

4. EXAMPLES OF INTEGRATING ALS DATA AND 
IMAGES, EXPERIENCES AT TKK 

In this section, we present our experiences in integrating LS 
with images at the Helsinki University of Technology (TKK). 
All registrations of ALS point clouds and terrestrial or oblique 
images are solved using the interactive orientation method 
(Rönnholm et al., 2003).  
 
4.1 Coloured point clouds 

Coloured point clouds can be very photorealistic if the viewing 
distance is set to meet the resolution of the LS data (Fig. 7). 
With some limitations, increasing the point size can fill the gaps 
between individual points in visualizations. Image data can also 
include information from various bandwidths. In Fig. 8 false-
colours from UltraCam-D are associated with the ALS point 
cloud. The point cloud is visualized with both ortho and 
perspective projections.     
 

 
 

 
 
Figure 7. Top: coloured 3D ALS point cloud looks 

photorealistic when viewed from a distance that 
meets the resolution of ALS data. Bottom: the 
structure of the ALS point cloud becomes visible 
when the viewing location is close enough. The 
images are created with TerraScan.  

 

  
 
Figure 8. False-colours from UltraCam-D’s digital aerial images 

have been associated with the laser point cloud. 
Left: the point cloud in ortho projection. Right: 
perspective side view. 

 

The significance of the perspective 

Typically, LS data and images are acquired as closely as 
possible from the same perspective. Such data acquisition is 
ideal for colouring LS point clouds, because each LS point is 
separately visible when superimposed onto an image. In 
addition, both sensors can see all objects identically with no 
shadows caused by perspective differences. Fig 9. illustrates the 
typical integration of ALS and an image. In this case, all low 
points are discarded leaving only upper tree canopies, street 
lamps, and signs visible. Because the perspective of both data 
sets is very close to each others, it is easy to detect planimetric 
correspondences. Using single images, the height 
correspondences can be inspected only at the sides of the 
images. For practical purposes, however, stereo images are 
needed. 
 

 
 
Figure 9. Typical integration of orthoimage and an ALS point 
cloud (TopoSys-1).  
 
If the LS point cloud is integrated with an image that has a 
different acquisition perspective, the vertical structure of LS 
data is seen (Fig. 10). Because of perspective differences some 
LS points have no corresponding feature in the image, because 
they are located at the backside of a solid object. 
 

 
 
Figure 10. The vertical structure of the ALS point cloud 
(TopoSys-1) is visible, when data is superimposed onto an 
oblique image. 
 
Fig. 11 illustrates the usefulness of stereo images when 
examining LS point clouds. Using stereovision enables 
comparison of the 3D correspondences between optical images 
and LS data. In addition, possible gaps in the LS data can be 
filled with photogrammetric stereo measurements. On the other 
hand, the LS can also assist in the interpretation of images. For 
example, the altitude-based colour coding of LS data attaches 
the height scale to the images, thus allowing the relative heights 
of objects, at very different distances from the camera, to be 
understood more easily.  
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Figure 11. Cross-eye stereo images with superimposed LS point 

cloud (TopEye MK-II).  
 
4.3 Comparing more than one LS data sets on the image 
plane 

Sometimes, it is advantageous to compare LS point clouds from 
different devices. Laser scanners produce point clouds that can 
differ in density, accuracy and distribution. Comparison with 
the image as a background (Fig. 12) can help significantly, 
when the usability of point clouds is evaluated for some specific 
purposes.  
 

 
 
Figure 12. Comparison of two TopEye’s laser scanners: yellow 

(TopEye MK-II), green (TopEye). 
 
In Fig. 13 Toposys-1 data from 800 m and Topeye data from 
200 m flying height are superimposed onto the image. Because 
the data sets are collected at different years, some temporal 
changes can be detected: two deciduous trees in the middle do 
not have any hits in TopEye data (black spots).   
 

 
 
Figure 13. White spots (TopoSys-1) are scanned from 800 m 

with a pulse repetition rate of 83 kHz and black 
points (TopEye) are scanned from 200 m at a 
scanning rate of 7 kHz. (Rönnholm et al., 2003) 

 
4.4 Understanding LS data using images 

In Fig. 14a, a perspective side view of the ALS point cloud 
gives the impression of a building. When the point cloud is 
superimposed onto the image (Fig. 14b), we gain additional 
information on the building, such as the textures of facades, the 
amount of floors and the temporary structure on the roof build 
to cover repairs, for example. After half a year, the temporary 
structure is removed from the roof, though its shape remains in 
the ALS data (Fig. 14c). This example reveals one disadvantage 

of LS, if it is used without any other information source: range 
information alone is not enough for advanced understanding of 
target.  
 

a)  b)  

c)  
 
Figure 14. a) Perspective view of the ALS point cloud b) ALS 

data is integrated with the terrestrial image c) after 
half a year, the temporary structure was removed 
from the roof. 

 
In Fig. 15, the full-waveform LS data is superimposed onto the 
image.  Close-range images are the most suitable reference for 
increasing our understanding of waveform data and extracting 
the most interesting echoes from the entity (Litkey et al., 2007). 
 

 
 
Figure 15. Full-waveform ALS data is superimposed onto the 

terrestrial image (Litkey et al., 2007). 
  
 

5. DISCUSSION AND CONCLUSIONS 

Integration of LS and photogrammetry is an essential step 
towards being able to provide accurate and photorealistic 3D 
modelling methods. LS alone does not include enough 
information for an advanced understanding of the target. 
Combined use of all variations of optical imagery and all 
properties of LS data will provide us with material for robust 
classification and interpretation of our surroundings. The 
intensity information for LS should be calibrated (Kaasalainen 
et al., 2007) if it is to be used for automatic classification. 
 
Registration provides the fundamental basis for any integration. 
Incompletely registered data sets may disturb automatic 
decision-based algorithms. In addition, misalignments are easily 
seen during visualizations giving an unreliable impression of 
the accuracy of the entire data. Accurate registration, especially 
automatic ones, is not an easy task. Although functional 
examples of registration methods exist, there is still need for 
developing more robust and computationally more feasible 
methods. 
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Integration, in this context, can be divided into four levels: 
object-level integration, photogrammetry aided by laser 
scanning, laser scanning aided by photogrammetry, and tightly 
integrated laser scanning and optical images. We have 
discussed these levels of integration and given some illustrative 
examples. More examples can be found, e.g., from Kaartinen et 
al. (2006). The full potential of integration is, however, not yet 
utilised and more research is needed on this subject.  
 
In the future, 3D modelling systems that have tightly integrated 
LS and images will become increasingly popular. The final 
revolution in 3D modelling will occur when frame-based LS 
devices are developed to meet the resolution of optical images. 
Although the resolution of frame-based range sensors is 
currently too coarse for accurate modelling, the direction of 
development is obvious. It will, probably, take considerable 
before such 3D ranging cameras can be used for commercial 
aerial data acquisition.  
 
In some conditions, LS and images must be acquired separately. 
For example, when the laser scanner is an active sensor, the 
lightning conditions do not prevent measuring campaigns. 
Commercially, it is not tempting to wait proper weather 
conditions for optical images, if LS could operate. To conclude, 
the need for robust registration methods will not disappear even 
if the devices become highly integrated. 
 
In addition to integrating of images and LS data, other sources, 
such as geodetic observations, maps, and CAD design models 
should also be used. Complete integration of all available data 
sources would be beneficial in the fields of mapping, planning, 
constructions, simulation, and in the entertainment industry, to 
just mention a few. 
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