RIS Tk 2005, 25(6) 37-39 DOI: ISSN: 1000-0976 CN: 51-1179/TE

AMHS | THER | | SR CHNEIE Y )

o 5 b 3
I 500 0 2 0 57 3 T 22 0 TER
B, B, 6, K E———
LI B BB TSR S 2. AT F BV RS0 B 3 AT A MR PDE 454KB)

TERR T CEB (113 KB)
SR [HTML4:3(]

% PDF
T S A R R U T S ISR S SCEEAEAM T T BRSSP 1 ﬁr—l
(RS REEAEE | BT 2 L EAR EE (BP) IKclcH i SR 5 A SRR (B, ST A ok _
SERE MBI KBTE (SA) AIHCHICSUI0 M L A RS FIvE (BFGS) AHh&: &, HiLth T FRHHE . Fiai iy
24 T2 51 0 EISA—BFGSTRA KIS . FIE A LGB P A (OB RIS, VIS A SCHE
{8, BRI AT e B R BRI . 6D FE R ST B OSBRI, 0 BB 0 gy 1ok
B2 S S OB RE AT b, R EAT (S RERG, AT BRIE 0N A2 o

REEw . Mk fEEE 28 MR R B A

Email Alert
LR R A5
B S A B

Yang Huiting, Yan Qibin, Li Min, Zhang Ji R . Ry
g 9 Yan Q 9 RS 1K S T

1.Geophysical Company Branch, Postdoctoral Workstation of SPA; 2.School of Resources and HhZ R 2%
Environment, Southwest Petroleum Institute; and 3.Research Institute of Petroleum Exploration and

PREDICTING RESERVOIR PARAMETERS BY APPLYING THE MODIFIED NEURAL
NETWORK LEARNING METHOD

Development, Liaohe Oil Field Branch, PCL %

Abstract: L
DA R

The theory of artificial neural network is of great theoretic and practical importance to petroleum iy e

scientific research. On the basis of analyzing the advantages and principles of simulated annealing R CAEZ AT
algorithm and variable schedule algorithm and in light of the forward network backpropagation PubMed
algorithm’ s defeats of slowly converging and easily sticking in local extreme point, a quick and

effective forward network hybrid learning strategy, i.e. training up network by simulated annealing—

variable schedule hybrid algorithm, was put forward by combining the overall searching simulated

annealing algorithm with the quickly converging and locally searching variable schedule algorithm. The

gradient falling algorithm in conventional BP neural network can be replaced by it, thus making the

network being possessed of rapid convergence speed and high approximating accuracy by training up

the network weight. Through the actual application to calculating reservoir parameters by use of log

data, it was shown that this method could greatly improve the convergence speed and behavour of

forward neural network, being quickly processing speed, good stability and high reliability, therefore it is

of fairly good prospects.
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