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HYDROCARBON PREDICTION METHOD BASED ON SVM FEATURE SELECTION

Yao Kaifeng, Lu Wenkai, Ding Wenlong, Zhang Shanwen, Xiao Huanqin, Li Yanda

1.State Key Laboratory of Intelligent Technology and System, Department of Automation, Qinghua
University; 2.Shengli Oil Field Ltd, Sinopec

Abstract:

Support Vector Machine (SVM) is a general purpose machine learning method developed in recent
years, by which good results have been obtained in many classification and function fitting problems.

As for the classification of a small amount of samples, SVM has many advantages, such as a few
adjusted parameters and fast arithmetic speed, etc. The hydrocarbon prediction by means of the
seismic and log data is a typical nonlinear classificator desigh problem and it is characterized by a small
amount of the number of samples and of the number of features. For this reason, an improved SVM
method based on feature expansion and feature selection is proposed in the paper. This method includes
to change the original features to a high dimensional space through nonlinear transformation, to
make, then, a feature selection by use of linear SVM method,; to calculate simultaneously the leave
one out error rate corresponding with each feature subset in the process of decreasing dimensions;,
and to design, finally, the linear SVM classificator by use of the feature subset with the smallest error
rate. In the experiment of general purpose data, the generalization ability of the classificator might be
greatly raised only by use of a simple polynomial kernel function in the method. As compared with fuzzy
mathematical method and neural network method, the SVM method could decrease the prediction error
of the carbonate reservoir data of Guanyinchang structure in Sichuan by 50%, therefore it is an
effective hydrocarbon prediction method.
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