=24 2011, 27(6) 874-882 DOI:  ISSN: 1003-0530 CN: 11-2406/TN

AWHR | FHHS | ETRRE | xR EFEIEN

DY I PNl

SR ¥R T g

JE T 1 e 23 0] g Y FE A Steinerd N B B 15 AR 8 1) — 2800 R BTk
BIIESF, % 5%, VF R } Supporting info

e K225 DR 5 TR F PDF(1489KB)

0 F [HTML4: X ]

F 22 CHR[PDF]
B /N PR RS 7 0 200 e e 2 RS AN, K T BRI TR0 Sy R AR LU B b 2% 30k
HKRERA AR, SXFHBRAFAE L 2B BN 2, FUR B RS B b R i B, 4K W46 5
AL FIREA M (LR, SRt IE T IR IR Arsteinerii b i pntg 2 (5 SRR B
OYREIVE, LT N EARKIN G TREAIE B, LRI A BRI (5 KL, e LA M N
BEARVE L INGRSE, SR 0 B MR RE A M EE Steinerf MREBE SE B, SV BRI ELscib gk e b IMATRIG T
B, RN R AR, SO (7 P R e R 7 R TR 2R J AT o S SR AT p A5 | P e
FREAI AT, IR RO Y, (50 AR PR A BUBE B IO e | oy

KA RRES RN RNERK; Steinerdi /M F Email Alert
b SCE R
A One-class Classification Algorithm Based on Steiner Minimal Tree of AR RS
Typical Samples Covering Model in High-dimensional Space AR S S 3
HU Zheng-Ping, LU Liang, XU Cheng-Qian RN, B YR A
B - H B
School of Information Science and Engineering & Yanshan University. Qinhuangdao I*;;}/J\%EBZW; Steiner/)
Abstract: ARSAEE R
b HIIES
Minimum Spanning Tree Class Descriptor (MSTCD) describes the target class with the .
) . . . b
assumption that all the edges of the graph are also basic elements of the classifier which o
offers additional virtual training data for better description of sample distribution in high b VPR
dimensional space. However, this descriptive model has too many branches, which makes PubMed

the model more complicated, and its local coverage is not so reasonable. In this case,
according to the continuity law of the feature space of similar samples, a one-class
classification algorithm based on Steiner minimal tree of typical samples covering model is
presented in this paper. The method first prunes the training set, eliminates redundant F Article by Xu, C. Q.
information and noise information and selects the most representative samples as a new

training set; then it builds Steiner minimal tree covering model on the retained typical

samples. Theoretical analysis and simulation experimental results show that the presented

method can describe the distribution of target class more reasonably, construct more

reasonable covering model without increasing the model complexity. It performs better than

MSTCD in accuracy of classification and applicable sample size.
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