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Abstract: F k-means
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The k-means algorithm is a popular method for document clustering, but it often gets stuck at a local b RERIEAR

maximum far from the optimal solution. A procedure based on local search was used to improve this AR A =

algorithm. The formula about object function change was also deduced, which can be used to again bR
partition the clustering. This procedure makes appropriate iterations to enlarge the search space. Theory =~
analysis and experimental results show that the improved algorithm efficiently improves k-means b EEA
clustering and its computation is also linear in the size of document collection.
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