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Multivariate Time Series Online Predictor with Kalman
Filter Trained Reservoir
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Abstract

A novel online adaptive prediction method is proposed for multivariable nonlinear time
series, which is based on echo state network (ESN) and Kalman filtering (KF) algorithm.
The KF is adopted in the high-dimension ~ “reservoir' state space to directly update the
output weights of the ESN online. It is implemented without the computation of
Jacobian matrices which is in the expanded KF (EKF) algorithm of traditional recurrent
neural network (RNN), so as to improve the prediction accuracy and extend the
applications. The convergence of the proposed method is proved when the ESN is
steady. Simulation examples demonstrate the validity of the proposed method.

Key words Kalman filter (KF) recurrent neural network (RNN) echo state network
(ESN) multivariate series prediction
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