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Abstract

In this paper, based on the neural network theory, weights of features are adjusted firstly by using sensitivity method. A
method is presented to prune training samples for KNN algorithm. First, representative samples set of training sets are
acquired based on CRUE clustering algorithm. The representative samples set is taken asthe initial set of tabu algorithm to
further maintain. The method only considers the samples at different classes borders when samples are insert into new
training set. The principles of delete or insert a sample are the higher categorization accuracy principle and the higher
similarity with training set principle. The work of pruning and maintenance training samples set is decreased largely. Both
satisfied speed and accuracy of classification can be acquired.
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