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LPI is optimal in the sense of local manifold structure. However, LPI is not efficient in time and memory, b YERE Y
which makes it difficult to be applied to very large data set. Therefore, an optimal algorithm called FLPI
was proposed. FLPI decomposed the LPI problem into a graph embedding problem plus a regularized
least squares problem. Such modification avoids eigen decomposition of dense matrices and can b FIS1L
significantly reduce both time and memory cost in computation. Moreover, with a specifically designed b RXAIE
graph in supervised situation, LPI only needs to solve the regularized least squares problem which is a
further saving of time and memory. Experimental results on real data show that FLPI obtains similar or .
better results compared to LPI and it is significantly faster. b Article by
F Article by
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