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Abstract

Feature selection is one of the key steps in text classification system.However, most of existing feature selection
methods are seria and are inefficient timely to be applied to Chinese massive text data sets, so it is a hotspot how to
improve efficiency of feature selection by means of parallel strategy.It detailedly designs a Parallel Genetic Algorithm

(PGA) whichisused to select features. The algorithm uses genetic algorithm to search features and calcul ates fitness of
feature subsets in multiple computing nodes at the same time, so can acquire quickly feature subsets which are more
representative.Experimental results show that the method is effective.
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