HEN T SNA 201046 (4): 129-131  1SSN: 1002-8331 CN: 11-2127/TP

LGN ERERSE ST 8 EE

EACIN RO SR =G =l 8 =GR

2R, SR, IhOCE

S MBNEE AR 2ERB HENL LR R, WL 40 318000

W Fi H B 2008-8-27 &0 H #A 2008-11-17 M 4% i % A H #1 2010-2-2 457 H #]

W OEEE SR RIS T BE R  S  BL A R A R IR AT, T TR RN, B
ARG AAT 78 S IR R R B AR, MR B /N 7 s DU o, IR I R R R R B, I
ST FR R R AARE R R B R B RS ML R S Aok, Ad R A RO S 3 [ A
PR R R RErE . S2Ie A R ZOrvER T RN B LR R BN R S T e ik, RN AR
iy AT R R B 2 RIS 7 SR

KHEE AEOCE EUME R R R E (R

s%45 TP301.6

Meaningful string discovery algorithm for chapter-novel corpora
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Available meaningful string discovery algorithms are geared to mining frequent meaningful strings of large-scale corpus.As
for small corpus, or less-frequent meaningful strings, their performance is poor.According to the distribution pattern of
meaningful strings in chapter-novels, thetheory of locality is presented, aswell as an effective locality measuring
method.L ocality and independency are combined to describe the probability of a string to be meaningful .Experiments
indicate that the method out-performances all available algorithms.At the sametime, the method is able to discover less-
frequent meaningful strings effectively.
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