THEHLNMH 2008, 28(9) 2386-2388 DOI: ISSN: 1001-9081 CN: 51-1307/TP

ABIHF | FHIES | R | g CITENAT]  [24]
13 i I 2 e
I T-Boosting & vk £ il ist 14 AR 4 25 2% 1 S0 AR 43 2% EXEA
PE LI F Supporting info
HEIRHE Pt EIREE ¥k F PDF(768KB)

F [HTMLA ]
s,

b BEHR
SRR UL T-Boosting BEBI A 21 SC AN H 7 i, 5 SR IV 21 S R B (LS 1) SCAE E AT e B SRS o5 5 2 5k

e HiBoosting A A 73 K ds 22 2], AERHREIA AR e rh, SR ARV ZRREART 204, FURIIEAL A b AR SRR A I A
PESY AN e 53 S RENS IR ) FAEA MBI, AEAHT7 A K 53 SR T R SEAE TR MR A . SEIOEER ) g A ey 1o
R, LSO REVERAT U RN TERE b A

KB BOMIAYE RREIERE WA XERT] Boostingflik  IADHK b B A
F Email Alert

Text categorization based on genetic fuzzy classification and Boosting method b SO
(IS RS
(e
Abstract: b EFEIE PR
b ETETE LR

A novel method for text categorization, which is based on boosting fuzzy classification, was proposed in } Boosting ik
the paper. Latent Semantic Index (LSI) was used to select text feature and then Boosting algorithm was . R

proposed to integrate fuzzy classification. In each iteration training of boosting algorithm, the distribution SIS

of training instances was adjusted, and classification rules were created by genetic algorithm. The
weights of the training instances that were classified correctly by available rules were reduced, so that P B

the new fuzzy rule focuses on the misestimate or uncovered instances. Experimental results show that b LTS

classifier based on fuzzy classification is effective and efficient.
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