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Spar se least squares support vector machine
ZHAO Hui, HUANG Jing-tao

College of Electronic and Information Engineering, Henan University of Science and Technology,
Luoyang, Henan 471003, China

Abstract

To solve the problem of sparseness lacking in the Least Squares Support Vector Machine (LS-SVM) , anew least
squares support vector machine based on the boundary samplesis proposed, which uses center distance ratio to select
bigger support value boundary samples and making them as training samples.Thus, the number of support vector is
reduced and the speed of computing isimproved.Finally, the new algorithm istested on the four benchmarking UCI
datasets. The result shows that the proposed algorithm can adaptively obtain the sparse solutions almost not losing
generalization performance, and the speed of classifiersis also improved.
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