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Feature selection is a hot topic in current search field, especially in the field of text categorization.In this paper, Xz
statistical method has two defects.One is reducing the weight of the low-frequency words.The other isincreasing the weight
of the characteristicsin the designated class.The characteristics little appear in designated class but other classes. Through
simulation and comparison experiment, the result is better than before.
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