THEAHLN ] 2007 27 (08): 1973-1975  ISSN: 1001-9081 CN: 51-1307/TP

PR T G T LS B 0 RO R R R %

Bt 22 ket

oh B RRE R A I BT T T

R AR RS (5 BRFE R AR B2

WeFe H# 2007-2-15 &I HHT W& kA H ] 2007-8-27 #:% H ]

T AR TR TR ST LA B A R AR A 3 . SRR FIEM BRI OCHE,  BE TAL SRR R A
P55, R TR R R BCR I Sl FE i )2 BT SRS SOk 1 IR ] i B0 1 28 4 S T S AN AL D )
M, P T BRORTE PSR B TAEI Y, IR TN, R TR R, AERET T
A BB A b, SR T R T RIS, IR T A B AR (R . A, X
AT B — PR B T L T AR B vE AR Bl B A HERA S o 70 Mrn) LS IR a2k, W] 1 SR A 28

Abstract An efficient beam search decoder for phrase-based statistical machine translation
was described. The efficiency of search algorithm is the key to decoding process. After
introducing the conventional beam search decoding algorithm, some efficiency improving
measures were proposed. Dynamic pruning strategy enhanced the accuracy of pruning by
improving that the original fixed pruning had not enough response to the current situation of
search. Pre-pruning strategy was used to limit the poor sprawl, reduce unnecessary
expansion and improve search speed. A rapid reordering constrains strategy was presented
based on the research of the current major reordering constrains. In addition, the domain
term always has the only translation, so a special process approach was put forward to
improve the accuracy of the translation. Comparative analysis of the experimental results
proves the effectiveness of the algorithm.
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