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A correlation projection score-based feature selection algorithm
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Abstract

Selecting appropriate features to use is among the key problemsin machine learning and data mining. The paper definesa
new feature selection criterion, i.e. Correlation Projection Score,  which can help explicitly take feature interactions into
account in feature selection. Then, it presents a simple algorithm which can effectively select features according to
Correlation Projection Score. Experiments show that the proposed algorithm is better than some established feature
selection algorithms.
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