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Reinforcement learning for Multi-Agents Systems and its application in
RoboCup

LIU Guo-dong,Y ANG Bao-qing

School of Communication and Control Engineering, Jiangnan University, Wuxi, Jiangsu 214122,
China

Abstract

Due to the presence of other agents, the environment of Multi-Agent Systems (MAS) cannot be simply treated as
Markov Decision Processes (MDPs) .The current reinforcement learning which are based on MDPs must be reformed
before it can be applicable to MAS.Based on an agent’ sindependent learning ability, this paper proposes anovel Q-
learning algorithm for MAS-an agent learning other agents action policies through observing the joint action.The politicies of
other agents are expressed as action probability distribution matrixes.A concise and yet useful updating method for the
matrixes is proposed.The full joint probability of distribution matrixes guarantees the learning agent to choose its optimal
action.In experiment, the implemention of the agent and the enhancement of AFU shows that the approach is valid and
efficient.
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