R TR R]  200945 (17): 139-141  ISSN: 1002-8331 CN: 11-2127/TP

A TN RS S IR he
ARICAF B

BT PCA S J P b B A0 ) AL fOKG I 57 >y i

Ml K% 5 EARM: S TR B, Wb 4515 066004 »ﬁ

e 55 2008-4-2 f&[n] [ 4] 2008-6-17 o 45 fig & A7 H 1) 2009-6-9 452 [ 14 R4 5 R

M Gt © AT RS o S AR A P ORI S %R S R TS TR R D TR ) gy i 1
PRSI L B DR I T i, [ INR T PCAZR A B S s et £ e 4 81 o 32 0 e AL BRI RO RS 125 1) ——
2 JEOR A S PR B R P 7 S I AT R I o S35 SRR W] T T 3 4 AT R PR SR B A (P DOAIRIE 155

PICAT. s Rz il S0  A k b A | A R e
Sy AT | WYY = ) 1 ) [ 82 WA\ S K A b 53 2|
R » Email Alert

b SCE A
Algorithm for outlier detection based on principal component analysis and | ji bz iz
sum of attributes distance == A

P ATI A UL
ZHANG Zhong-ping,SONG Shao-ying,SONG Xiao-hui ARG

WA SCAE B AN R IR
College of Information Science and Engineering, Yanshan University, Qinhuangdao, Hebel 066004, - ERE
China - RO

- CRBRHE
Abstract

An outlier detection algorithm based on principal component analysis and the sum of attributes distance is proposed.The
agorithm firstly extracts the principal components from many attributes satisfying accumulative contribution
rate.Simultaneously, by the PCA matrix original dataset is transformed to a new feature space composed of principal
component.Then outliers are detected using the approach of the sum of attributes distance in the transformed datasets. The
results of the experiment show that the outlier detection algorithm based on principal component anaysis and the sum of
attributes distance is effective.
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