HEABE SRR 2007 1(2): 191-199  I1SSN: 1673-9418 CN: 11-5602/TP

[ [7] OpenMP 1R & i 2 s ALl

AR, X T, A

B RO VLB, K 410073

Wk B R E 0 g iR A H Y 2007-7-30 #2532 1H )

2 AN/ RPN EERAE Y —. WA T — ARG H AN HHIR A I0penMPAS 25 5T HLH], &
BRLSFFAMUER AT RGRH TIFREERYE, JF B AL SR M AR A ATt R e F sl s ik, B R p50ds
JAB k. N A 2L 0penMPHMSCHKE 5 OpenMPAH SC P U ER AT Hike, #2807 RSN TR AEE. NPB3. 2-OMPll il 45 R
KW, KA SRS R RITT A /N, RS R e ) SE R R R

KEEw  OpenMP e s/Zi8t RGNS )

%G

A new hybrid mechanism for Checkpoint/Restart in OpenM P programs
HUANG Chun+,LIU Yongpeng,Y ANG Xuejun

School of Computer,  University of Defense Technology, Changsha 410073, China

Abstract

Checkpoint/Restart is one of the important approaches for software fault-tolerance. In this paper, the system-level and
application-level coordinated Checkpoint/Restart mechanisms for OpenM P programs are presented. The system-level
support isintroduced for transparency, and it makes shared data saved by all threads together. The semantics-rel ated
operations of OpenMP will be separated from and hence independent of low-level systems by the application-level
OpenMP checkpoint protocol, which improves portability of the checkpoint system. Based on the presented
mechanism, aCCRG OpenMP Checkpoint/Restart system has been implemented. The experiments, such as NPB3.2-
OMP, show the overhead of checkpointing and restarting is so limited that the system can be used in large scale

programs.
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