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Complexity-Constrained H.264 Video Encoding
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Abstract—In this paper, a joint complexity-distortion opti-
mization approach is proposed for the real-time H.264 video
encoding under the power-constrained environment. The power
consumption is first translated to the encoding computation costs
measured by the number of scaled computation unit (CU) con-
sumed by basic operations. The solved problem is then specified
to be the allocation and utilization of the computational resources.
A computation allocation model (CAM) with virtual computation
buffers is proposed to optimally allocate the computational re-
sources to each video frame. In particular, the proposed CAM and
the traditional hypothetical reference decoder (HRD) model have
the same temporal phase in operations. Further, to fully utilize
the allocated computational resources, complexity configurable
motion estimation (CAME) and complexity configurable mode
decision (CAMD) algorithms are proposed for H.264 video en-
coding. In particular, the CAME is performed to select the path
of motion search at the frame level, and the CAMD is performed
to select the order of mode search at the macroblock level. Based
on the hierarchical adjusting approach, the adaptive allocation
of computational resources and the fine scalability of complexity
control can be achieved.

Index Terms—Real-time video coding, power consumption, com-
plexity control, H.264/AVC.

1. INTRODUCTION

ITH rapid increases in portable devices and network

bandwidth, real-time visual communications over
wireless networks are generally not restricted by bandwidth
availability. However, computational costs (i.e., processor
workloads) to encode the video content become the bottleneck,
mainly due to the constraint of power supply. Typically, en-
coding and transmission cause most of the power consumption
of portable devices in wireless visual communications [1].
The former is monotonic ascending with encoding complexity,
and the latter is monotonic ascending with the compressed
bit-rate [2], [3]. In the practical applications under bandwidth
constraint, the target bit-rate might be preset and adaptively sat-
isfied by some efficient rate control algorithm [4]. In this case,
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the power consumption due to transmission is stable, while
the power consumption due to encoding can be adaptively
adjusted. Therefore, the power consumption can be translated
to the computational costs.

Computational costs (i.e., processor workloads) to encode
frames of a video content typically vary. This is potentially
problematic. When necessary computational resources are
not available for real-time video encoding, it generally causes
computation overflow, frame dropping, and the introduction
of jitter (transmission delays) into a video stream, resulting in
low-quality video playback. In other words, there exists tradeoff
between the coding complexity and the compression efficiency
judged by rate-distortion (R-D) performance. Referring to the
multiple objective optimization model proposed by Ahmad et
al. [5], this optimization problem can also be formulated as:

min (g:E];,g%) , st Co(R,S) < Cegt, 1
where C.(R,S) and D.(R,S) denote the computational con-
sumption and video distortion with encoding parameter set .S
atrate R, and C4 is the available computation capability con-
straint. For this multiple objective optimization problem, there
is no unique solution [6]. Hence, the problem becomes how to
achieve the trade-off between the distortion and the computa-
tional consumption. In general, we have to answer two questions
here. The first one is how to allocate the overall available com-
putational resources to different frames and/or coding modules.
In particular, at any time the workload of processor should not
exceed a given upper bound. The second one is how to efficiently
utilize the allocated computational resources by adjusting en-
coding parameters. In particular, the sacrifice of coding effi-
ciency due to the limitation of computational resources should
be as small as possible. Currently, many optimization techniques
are developed to enhance the video encoding, including algo-
rithmic optimization, compiler optimization and code optimiza-
tion. For example, Akramullah et al. explore the performance
tradeoffs and benchmarking by using various techniques sep-
arately or jointly [7]. In this paper, we only focus on the al-
gorithmic optimization, which could achieve quantitative ad-
justing and is more independent of specific source codes.

Most related work is based on the establishment of
some mathematic model so as to accurately describe the
power-rate-distortion (P-R-D) relationship. For example,
Eisenberg ef al. minimize the transmission energy under a
given end-to-end distortion constraint by jointly considering
the packet loss in channel and the error concealment in decoder
[8]. However, with the increasing of the number of optional
encoding modes in one macroblock (MB) or packets in one
frame, the number of the proposed source coding tree branches
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increases with geometric series as well. He er al. develop a
P-R-D analysis framework based on the MPEG-4 video en-
coder [2], which has extended the traditional R-D analysis by
including the power consumption. The P-R-D performance is
jointly optimized by adjusting some complexity control param-
eters such as the number of sum of absolute differences (SAD)
computations, the number of DCT computations and frame
rate. In order to accurately describe the P-R-D relationship
by a universal model, a number of adjustable parameters are
necessary due to the diversity of video contents, which lead
to significant overhead of computational costs. To reduce the
overhead, the recommended frequency of parameter adjustment
is usually low, e.g., once per 5 seconds in [2]. In summary,
while the parametric model provides a good solution for the
above two problems, it also presents inherently high overhead
of computing in setting up a general and accurate P-R-D model.

Moreover, some non-parametric power control methods with
high frequency of parameter adjustment and low overhead of
computational costs have been proposed. For example, Agrawal
et al. propose to reduce the energy consumption of visual com-
munications by reducing the average bit-rate and discarding
some selected packets [9]. However, the bit-rate reduction
and frame dropping result in global deterioration of video
quality. Li et al. classify the video content into foreground and
background regions based on motion activity detection. More
bits and more computational resources are allocated to the
foreground to enhance its video quality [10]. Considering the
high overhead of computational costs, the region classification
may not be very accurate. Thus the adjustability range of power
consumption, which relies on the accuracy of region classifica-
tion, is then limited. In summary, these non-parametric methods
own the advantages of low overhead of parameter adjustment
in complexity control. However, they usually have low overall
R-D performances.

More recently, the complexity control issue has been studied
in terms of the up-to-date video coding standard H.264/AVC.
Some new coding tools in H.264 greatly improve the coding
efficiency but result in the complexity increase dramatically.
When the previous complexity control algorithms are extended
to the H.264 video encoding, it is hard to utilize the advan-
tages of these new coding tools. According to the statistics in
the literature, the R-D optimized coding mode decision and the
variable block-size motion estimation (ME) are the two main
time-consuming modules in a typical H.264 encoder [11]-[13].
Many fast algorithms have been proposed for the complexity
reduction of motion estimation and/or coding mode decision
[14]-[18]. The power constraint is jointly considered in some
fast algorithms. For example, Liang et al. propose the optimiza-
tion strategy to start the coding from the highest complexity
level and automatically migrates to a lower or higher level by
greedy motion estimation control [5], [17] and zero quantized
macroblocks early detection [5] or frame rate adjusting [17],
until power constraint and performance improvement get satis-
fied. However, these greedy algorithms are hard to achieve arbi-
trary computation constraint directly. Kannangara et al. develop
a complexity reduction algorithm by identifying the MBs that
are likely to be skipped prior to motion estimation [18]. By ad-
justing the SKIP mode proportion, it can achieve arbitrary com-

putation constraint. However it would hurt the visual quality and
influence the rate control.

In view of the above problems, we propose an efficient joint
complexity-distortion optimization video coding scheme under
the power constraint. In order to reduce the overhead of power
control, power constraints are translated to the encoding compu-
tation costs, which are measured by the number of scaled SAD
operations. Firstly, for the computational resources allocation,
we propose a computation allocation model (CAM) with vir-
tual computation buffers (VCB) to facilitate the optimal allo-
cation of restricted computational resources to each frame. In-
spired by the leaky bucket model in hypothetical reference de-
coder (HRD), we also employ a virtual leaky bucket model here.
Actually, the scheduling of computation costs for each frame
with the proposed CAM has the identical temporal phase to the
scheduling of coded bits for each frame with the HRD.

Further, for the allocated computational resources fully uti-
lization, we propose a complexity-configurable H.264 video en-
coding scheme with complexity control on motion estimation
and mode decision. The complexity-adjustable motion estima-
tion (CAME) algorithm is performed at the frame-level to de-
cide the complexity level for ME. In particular, the selection
of the motion estimation search path and the termination point
is based on the rate-distortion cost function and the allocated
computation budget. Then, the complexity-adjustable mode de-
cision (CAMD) algorithm is performed at the block-level to se-
lect the search order and the termination point of the R-D opti-
mized coding mode decision. In particular, the complexity level
decided in the CAMD is based on the simple spatial and tem-
poral correlation statistics and the available computation budget.
Based on the hierarchical adjusting scheme, the adaptive alloca-
tion of computational resources and the fine scalability of com-
plexity control are achieved.

The rest of this paper is organized as follows. In Section II, we
analyze the relation between power consumption and encoding
complexity in terms of a typical H.264 encoder. In Section III,
we describe the proposed CAM with VCB for computation re-
source scheduling and allocation. In Section IV, we propose a
video coding scheme with scalable computational complexity
control on motion estimation and mode decision. The experi-
mental results are given in Section V. Finally, Section VI con-
cludes this paper.

II. H.264 ENCODING COMPLEXITY ANALYSIS

A. Modules Analysis

It has been commonly recognized that the most computa-
tion-consuming modules in a typical H.264 video encoder in-
clude the ME with fractional motion vector (MV) precision and
the R-D optimized coding mode decision with variable block-
size ME [11]-[16]. For example, ME with quarter-pixel preci-
sion typically consumes 60% (with 1 reference frame) to 80%
(with 5 reference frames) of the total encoding time [14], and
the percentage becomes even larger when the search range in-
creases. The benefit is that the fractional-pixel ME can reduce
the bit-rates up to 30% except at the very low bit-rates, while
it increases the processing time about 10% compared with the
integrate-pixel ME [12]. Moreover, the complexity increases in
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direct proportion to the number of modes used for the variable
block-size ME, while the R-D performance gain mainly comes
from some typical modes. For example, about 60%—85% prob-
ability of PSNR improvement and 75%—-85% of the bit-rate re-
duction can already be achieved using modes P16 x 16to P8 x 8
[12].

In summary, the diversity of the operation configuration for
motion estimation (e.g., the MV precision) and mode decision
(e.g., the number of candidate modes) have great effects on
the variety of encoding complexity. In order to achieve more
flexible complexity control, we decompose these modules into
a number of operational sets, and then introduce the complexity
level (CL) to represent the different set of candidate encoding
operations under a restriction of available computation re-
source. For example, it represents different searching path
and stop point for motion estimation module, as shown in
Table III. For mode decision module, it represents different
candidate modes and searching order, as shown in Table V. It
should be noted that different frames with the same complexity
level configuration would consume different computational
resources due to the diversity of video contents. In order to
achieve most efficient combination of each encoding module
under a give complexity constraint, a universal and quantitative
measurement of the computational consumption for arbitrary
complexity level of different modules is the coming problem.

B. Quantitative Measurement

As described in the literature [2], [19], [20], using dynamic
voltage scaling (DVS) technology in CMOS circuit design, the
power consumption of computational operations is a mono-
tonic ascending function of the number of processor cycles per
second. Accordingly, for a given power supply constraint of
a certain portable device, the encoding complexity constraint
becomes a function of the number of processor cycles [2], [3].
To the benefit of the generality as well as the convenience of
further application on power-aware video coding, the computa-
tional operations of a typical H.264 encoder are quantitatively
analyzed in terms of the number of processor cycles consumed
by basic operation units.

In this paper, we employ the CU to facilitate the quantita-
tive measurement of the real-time computational consumptions.
Firstly, we divide the high-level encoding module into a number
of basic operation units. Each operation unit contains a fixed
number of processor circles. For example, the motion estimation
module can be taken as the combination of a number of SAD
operations. We measure the encoding complexity of a basic op-
eration unit by summing up all the required processor cycles for
its sub-functions, based on the detailed analysis of operations
of addition, multiplication, shift, etc., [3]. Further, we define the
CU to be the computational consumption by the SAD operated
on a 4 x 4 block, and then scale the computation consumptions
of other basic operation units as the multiple of CU, as shown in
Table I. According to Table I, we can easily achieve the required
number of CUs at a particular complexity level for the real-time
video encoding.

We choose the computational consumption of 4 x 4 SAD as
the CU because it is the most frequently performed sub-function
with specific physical meaning during encoding. The benefit

TABLE 1
SUMMARY OF COMPUTATIONAL CONSUMPTION FOR BASIC OPERATION UNITS

Sub-function Cycles CuU

SAD_4x4 353 1.0
DCT_4x4 879 2.5
Luma interpolation_16x16 41961 118.9
Chroma interpolation_16x16 58337 165.3
MV initialization 356 1.0

Motion compensation 36 0.1

Fast integer-pixel ME_16x16 22537 63.8
Fast sub-pixel ME_16x16 3650 10.3
SKIP_16x16 1284 3.6
P_16x 16 6932 19.6
P_16x8 3644 10.3
Inter P 8x16 3644 10.3
prediction P 8x8 2000 5.7
P 8x4 1178 34
P 4x8 1178 3.4
P 4x4 767 2.2
Intra 1 16x 16 107856 288.0
prediction [ 4x4 12088 34.2
De-blocking filter_16x16 2798 8.0

*Note: The postfix “ MxN” indicates the count unit based on integer-pixel.

is to decrease the count frequency and value to trace real-time
computational costs of actual processor cycles. Moreover, since
the quantitative analysis in theory is based on the basic operation
unit and their performing frequencies, it would be more flex-
ible and universal. For example, in practical applications, if any
other optimization technology such as compiler optimization
is employed to decrease the required number of processor cy-
cles consumed by some basic operations, the quantitative mea-
surement of practical computational costs only needs to update
the number of CUs corresponding to those basic operations in
Table 1.

III. COMPUTATION ALLOCATION MODEL

In this section, we propose a computation allocation model
with virtual computation buffers. It is used for the optimal
allocation of the available computational resources to each
frame. For the convenience of description, some abbreviations
and symbols are employed as shown in Table II.

A. Problem Statement

As for the allocation of computational resources, the
key point is how to avoid the overflow or underflow of the
computation. The overflow occurs as follows. If the actual
encoding of a frame costs too many computational resources,
the encoding delay may exceed the given maximum delay of
transmission/rendering. In this case, jitters occur due to the
frame dropping. The underflow occurs as follows. If the actual
encoding of a frame costs too few computational resources,
the processor may be in the idle status for some time before
the next frame arrives. In the practical application, making the
processor idle could save more power consumption. However,
in theory, more computation resources could result in better
R-D performance in general. In terms of the optimization of the
overall coding efficiency, as well as to the benefit of generality
in presenting our model, we choose to avoid the idleness of
encoder for the possibility of better performance in the case of
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TABLE II
SUMMARY FOR ABBREVIATIONS AND SYMBOLS

Abbreviation Explanation Abbreviation Explanation
/ Symbols p / Symbols P
HRD hypothetical reference decoder CAM computation allocation model
PCB coded picture buffer VCB virtual computation buffers
CBR constant bit-rate CCR constant computation rate
VBR variable bit-rate VCR variable computation rate
BOB virtual encoder bit-stream output buffer BIB virtual decoder bit-stream input buffer
Fr the frame rate Cr the encoder computation rate
the transmission delay time for coded bit-stream R the transmission bit-rate
D,»D,>D the maximum encoding / decoding delay time B,-B,»B,, the maximum buffer size of BOB/ BIB
S, the inputted data of the n™ original frame b, the number of bits for the coded n™ frame
C the buffer fullness of VCB when the 1™ original frame c the required computation of the originally input
" arrives n n™ frame
" the maximum buffer size of VCB C,C the upper/lower bounds line of CAM
C .C the required maximum / minimum computational UL the upper/lower bound of the CAM for the n™
e " nmin costs for coding the n™ frame o frame
CL the estimation of the complexity level for the n™ T (n) the time when the »” frame arrives at the VCB
et frame a of the encoder
T.(n) the time to start the encoding of the n” frame T,(n) the time to end the encoding of the n™ frame
: ih
T.(n) the time to remove the coded #” frame from the BOB T.'(n) the time to remove theBcI(])Sded n” frame from the
¢ the actual computational consumption for coding the c the actual computational consumption for
n.used i MBs in the n™ frame mused coding the whole n"" frame
i the allocated computation for the /" MB in the n™ the allocated computation for the whole n™
cn,ulloc Co.alloc
frame frame

sufficient computational resources (In practice, we could cer-
tainly let the encoder idle for more power saving by adjusting
the lower bound of the proposed CAM).

B. Virtual Buffers

In particular, we employ a virtual computational resources
buffer at the encoder side to describe the scheduling and alloca-
tion of the computational resources. Inspired by the leaky bucket
model of HRD, we also employ a virtual leaky bucket model to
describe the temporally changed condition in terms of the com-
putational consumption. Moreover, we define two virtual bits
buffers, i.e., the encoder bit-stream output buffer (BOB) and the
decoder bit-stream input buffer (BIB), to describe the coded bits
scheduling of the encoder output and the decoder input, respec-
tively. The relationships between HRD and CAM virtual buffers
as well as operations on these buffers are described in detail as
below.

Fig. 1(a) shows a generalized HRD leaky bucket model in the
case of constant bit-rate (CBR) coding. Note that, the decoder
bits buffer fullness (the shaded area in the right part) is the com-
plement of the encoder bits buffer fullness (the shaded area in
the left part). More details could be found in [21].

Fig. 1(b) shows the proposed BOB, which is assumed at the
output side of the encoder. Assume that the original frames of
a video is fed into the encoder with a constant frame rate Fr. In
particular, for the inputted data S,, of the nth original frame, its
coded frame with the number of bits b,, is moved out of the
encoder after a constant delay D.. In order to avoid the un-
derflow and overflow of the first coded frame, the maximum
coding delay D, must satisfy by/R < D, < B./R, where B,
is the maximum buffer size of BOB and R is the average output
bit-rate.

Fig. 1(c) shows the proposed BIB, which is assumed at the
input side of decoder. Assume that the movement of the coded
bits b,, for the whole nth frame from BIB to decoder is instantly
completed at the moment 77(n). It is obvious that BIB is iden-
tified with CPB in HRD. Note that, the complement of the BOB
fullness is just a horizontal mirror of the BIB fullness. Assume
Dy is the maximum decoding delay time. In order to avoid the
underflow and overflow of the first coded frame, D, must sat-
isfy that: bg/R < D4 < Bgi/R, where By is the max buffer
size of BIB and R is the average input bit-rate. For the purpose
of simplification, we could assume that: B, = By = By, and
D, =Dy = D.

Fig. 1(d) shows the leaky bucket bounds of the proposed
CAM in the case of constant computation rate. Assume the com-
putational cost ¢,, consumed by the coding of this frame is added
to the total computational cost instantly. Line C; is the lower
bounds, and the state below this bound indicates the VCB is
idle (underflow). Line C}, is the upper bounds, and the state
above this bound indicates the VCB is overflow. The slope indi-
cates the computation rate Cr. It should be noted that here Cr is
the peak computation rate, and it is constant for a settled hard-
ware platform. Though the total amount of power supply is de-
creasing with the lapse of time, but the computation property is
relative stable during a period. Therefore, we can describe the
model under the assumption of constant computation rate. As
for the case of variable computation rate, we can regard it as
piecewise constant computation rate.

Fig. 1(e) shows the proposed virtual computational resource
buffer at the encoder side. Assume that the maximum buffer size
of VCB is C)y, the average encoder computation rate is Cr, and
the maximum encoding delay is D. Then, Cy; = D-C.,.. Further
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assume that: T, (n) is the time when the nth frame arrives at the
VCB of the encoder; Ts(n) is the time to start the encoding of
the nth frame; T.(n) is the time to end the encoding of the nth
frame; and 7).(n) is the time to remove the coded nth frame
from the BOB.

It should be noted that the inputting of the original frame S,
into the encoder as well as the occupancy of the allocated com-
putation ¢, can be regarded to be completed instantly at the mo-
ment 7}, (n). The movement of the coded frame with the number
b, from the encoder to the BOB is assumed to be completed in-
stantly too. Meanwhile, the computational cost ¢,, consumed by
the coding of this frame is added to the total computational cost
at the moment 7,.(n). These assumptions are reasonable, be-
cause both the memory copy operation and the proposed com-
putation resource allocation algorithm have very low overhead.
Considering the other time-consuming modules, the overhead
can be ignored.

As shown in Fig. 1, the scheduling of computational costs of
a frame in the proposed CAM has the identical temporal phase
with the scheduling of coded bits of the same frame in the coded
picture buffer (CPB) of the HRD. Therefore, the proposed CAM
and the traditional HRD are connected together via the tem-
poral correspondence. In other words, the computation resource
schedule and the bits resource schedule could be controlled si-
multaneously.

C. Adaptive Allocation of Computational Resources

The computational resources allocation based on the defined
virtual buffers are performed as follows. Suppose the VCB
buffer fullness is C,, when the nth frame arrives, and the
required computational cost of this frame is c,, as shown in
Fig. 1(e). Then, we get:

To(n)=(n—-1)/Fr

Ts(n) = Ty(n) + C,, /Cr @)
Te(n) =Ts(n) + ¢, /Cr ~
T.(n)=Ty(n)+ D

In order to avoid the overflow of the VCB (i.e., red mark), we
must guarantee that the removing time of the nth frame is no
earlier than the ending time of encoding this frame, i.e., T,-(n) >
T.(n). Combining with the former formulas (2), we get¢,, < D-
Cr—C,,. In order to avoid the underflow of the VCB (i.e., yellow
mark), we prefer that the VCB should not be in the state of idle,
ie., T,(n+ 1) < T.(n). Combining with the former formulas
(2), we also get ¢, > Cr/Fr — C,,. Assume that the maximum
and minimum computational costs of coding the current frame
are O, max and C,, min respectively. Then, we get the upper
bound U,, and the lower bound L,, of the VCB, i.e.,

L,, = max(0,Cr/Fr — C,,,Cp, min) 3

{ Un — HliH(D . CI' — Cn7 Cn,max)

In the practical application, Cp, max and C,, min can be esti-
mated based on dynamic statistic of encoding history. For ex-
ample, in our experiments in Section V, we calculate:

_ ky - C(O,usod n=1
Cn,min o {min(cnl,miru Cnfl.,used> n Z 27 (4)
and
_ k2 : Cv(],used n=1
Cn,max - {InaX(Cn—l,maxv Cn—l,usod) n Z 27 (5)

where the initial values of C'y max and C1 min are derived from
the first frame with full computational supply (i.e., without any
computation constraint). We set k; = 0.2 and k; = 2 in our
implementation. Cy, max and Cj, min also can be preset as con-
stants based on offline statistic as well. Experiments show that
slight difference of the initial value would not result in distinct
aftereffect.

After getting the upper bounds U,, and the lower bound L,,
we can further estimate the complexity level. Assume CL, ost
is the estimation of the complexity level for the current nth
frame; cy used (CLmeSt) is the actual computation consump-
tion for the kth frame that is the most recently encoded with
the same complexity level (k < n). Then, the allocated com-
putation for the current frame cy, alloc is the medium among
Ck,used (CLin est ), Un and L,,. The method to estimate CL,, et
will be presented later in Section IV.B (i.e., the initial motion
estimation paths decision at frame level).

In summary, the adaptive allocation of computational re-
source is performed hierarchically. At the frame level, we
calculate the allocated computational resource ¢y, alioc for the
current nth frame according to the CAM by

Cn,alloc = medium{ ck,used(CLn,est)7 Un7 Ln } (6)

At the MB level, we dynamically calculate the allocated com-
putational resource ¢’ for the current sth MB according to

n,alloc

the available computation of current nth frame by

i-1 j
ci . Cnalloc — Z]':() cn,used (7
n,alloc — ; ’
: Nyp — i

where cf;/ used 18 the actual computational consumption for en-
coding the jth MBs in current nth frame, and Nyp is the total
number of MBs in one frame.

IV. CoMPLEXITY-CONFIGURABLE H.264 ENCODER

A. Problem Statement

As for the utilization of the computational resources, the key
point is to develop a complexity-configurable video encoder.
Typically, the coding gains from different coding modules and
for different contents vary. For example, the adoption of quarter-
pixel motion estimation has different impacts on coding effi-
ciency in terms of different video contents and/or different bit-
rates. However, the encoding complexity inevitably increases in
any case [11]. In the R-D optimized coding mode decision, the
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complexity increases in direct proportion to the number of em-
ployed coding modes, whereas the coding gain mainly comes
from a few modes [12]. Therefore, it is reasonable to allocate
more computational resources to the modules that provide more
coding gains. It should be noted that the relationship of com-
plexity, rate and distortion varies in terms of video contents. To
avoid using the time-consuming content analysis algorithms, we
propose to decide the current coding parameters based on the
coding history of previous frames.

The proposed scheme is focused on motion estimation and
mode decision because they dominate the coding complexity.
In order to achieve more flexibility and finer salability of com-
plexity control, the motion estimation and mode decision mod-
ules are decomposed into a number of operational sets associ-
ated with certain complexity levels. The complexity level is de-
cided prior to the encoding. In particular, the complexity level of
motion estimation is decided at frame level, and the complexity
level of mode decision is decided at macroblock level.

B. Complexity-Adjustable Motion Estimation

As we know, a number of fast motion estimation algorithms
have been developed for video encoding, including the one
adopted in the H.264 reference encoder [14]. Thanks to the
early termination mechanism based on the zero-block detection,
the complexity is reduced with little sacrifice of the R-D perfor-
mance. Therefore, it is desirable to develop the CAME scheme
based on the fast ME. Consequently, the largest computational
costs of the CAME are not more than that of the original fast
ME.

The core of the proposed CAME algorithm is the selection of
the motion estimation operational path with coding performance
and complexity optimization. Typically, the whole fast motion
estimation process consists of two stages: integer-pixel motion
search and sub-pixel motion search. The integer-pixel motion
search is composed of three steps: finding an initial searching
point by MV predictors; refining the initial searching point by
using various searching patterns; and further refining the MV
by using a small search pattern. The second step takes a large
ratio of the overall computations. In some cases, this step can
be skipped because the first step can achieve a MV with suffi-
cient accuracy. In some other cases, it has to be performed, es-
pecially for the videos with complex motions and textures. The
sub-pixel motion search has the similar steps and features. As a
conclusion, the computational resources can be saved by skip-
ping some unworthy steps, without the perceptible sacrifice of
R-D performance. The key problem is how to select the steps to
be used or skipped before they are actually performed.

Based on the above analysis, we separate the fast motion es-
timation in the H.264 encoder into two motion estimation op-
erational paths with four termination points. Fig. 2 shows an
exemplary set of the relations between the R-D and computa-
tional costs of the two paths. As shown in Fig. 2, each opera-
tional path includes multiple motion estimation operations, in-
dicated by A, B,C, D and F, as defined in Table III. The mo-
tion estimation starts from A and terminates at one of B, C, D
and F. The R-D cost represents the evaluated coding cost of
a video frame with respect to the encoding rate and distortion
during the select motion estimation operations. In general, the

motion estimation operations associated with path A-B-D re-
quire less computation than the counterpart motion estimation
operations associated with motion estimation operational path
A-C-E. However, the former path also results in higher R-D
cost than the latter one. We defined the ratio between the R-D
performance gain and the computational costs increasing as:

J(X) = J(Y)

slope(X —Y) = ) = CX)’

®)
where J(X') and C(X) indicate the R-D cost and computational
cost with regards to the motion estimation operations X . Typi-
cally, the operational path with larger slope should be selected,
because it also indicates better R-D performance gain with equal
computational consumption. Then, a further problem is how to
predict the slope, that is how to get J(X') and C'(X) prior to the
encoding of a video frame.

In particular, the Lagrange R-D cost function is employed

as the measurement of motion estimation efficiency, which is
defined as [22]:

min

Jmotion(m7 C) = MV, €9(
MV, c

{SAD(MV;,m)

+A-R(MV,;,m)}, (9

where €2(c) is the set of candidate MV, for mode m under a
restriction of available complexity level ¢, and A is the Lagrange
factor referring to [4] and [22]. Then, we get the total R-D costs
of nth frame as:

J(X) = min
m, € M(X,MBy,)

>

MBx€FRM,,

{Jmotion(mj7 X)}’
(10)

where M (X, MBy,) is the set of candidate mode m; of mac-
roblock M By, under the motion estimation operation X associ-
ated with the restriction of complexity level; and FRM,, is the
set of macroblocks in current frame.

The computational costs of nth frame under the motion esti-
mation operations X are calculated as:

>

C(X) = cpro(X) +
MB, €FRM,,

D IEENDD

m; €M (X,MBy) MV, €Q(X)

Cmotion(MV'i7mj7X)> (11)

where cmotion(MV;, m;, MBy) is the computational costs to
process candidate motion vector MV; of candidate mode m;
of macroblock MBy,, and it is traced for each candidate motion
estimation searching point under ME operation X; cpro(X) is
the computational costs of other encoding modules (e.g., DCT
transform) during coding current frame.

The statistics show that the coding costs J(X) and C(X) of
two successive frames are usually very close if the same motion
estimation operations X are performed. Since the actual R-D
costs and computational costs of the current frame are unknown
prior to the encoding, the coding costs of the previous frame
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Fig. 1. The illustration of the traditional HRD and the proposed CAM. (a) HRD with leaky bucket bounds; (b) the encoder bit-stream output buffer (BOB); (c) the
decoder bit-stream input buffer (BIB); (d) the virtual computation buffer of the encoder; (e) the leaky bucket bounds in the proposed CAM. (a) HRD with leaky
bucket model, (b) BOB, (c) BIB, (d) CAM Leaky Bucket model, (¢) VCB.

R-D Cost the stop point is D or C, and C' must be performed when the

stop point is F. If the motion estimation operations X are not
performed in the coding of the previous frame, .J( X ) of the most
recent frame would be used.

In the proposed scheme, our principle is to ensure optimal
R-D performance within a given computation resource con-
straint. In theory, more computation could achieve better R-D
performance. If the computation resource is sufficient enough,
we targets at better R-D performance; otherwise, we jointly
consider the R-D costs and computational costs to achieve
a tradeoff. Consequently, we decide the motion estimation
operation path (i.e., complexity level) by following two steps.

]

D E

ComputationarCost

Fig. 2. Relationship between the R-D cost and the computational cost in fast
ME.

can be used instead. Note that, according to the definition of the
motion estimation operations X, B must be performed when

In the first step, we assume the computational resource is suf-
ficient, and the principle is to obtain better RD performance with
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Fig. 3. Initial motion estimation operational path selection.
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Fig. 4. Backward motion estimation operational path selection.

the computational consumption as little as possible. Therefore,
we choose the path with similar RD costs but lower compu-
tational costs. In particular, according to the definition of ME
operations B and C, the computational costs C'(B) must be
lower than C(C'). We only need to check the ratio(J(B) —
J(C))/J(B) to detect whether ME operations B with lower
computational costs could achieve similar RD performance with
ME operations C'. When the ratio is less than a threshold, the
path A-B-D can probably achieve the same R-D performance
as the path A-C-F, whereas it has less computational cost. Fur-
ther, the termination points can be determined within the se-
lected path by the similar choosing algorithm, i.e., based on the
ratio (J(B) — J(D))/J(B) or (J(C) — J(E))/J(C) and the
threshold th,. Based on experiential tests, we set th; = 0.02
and thy = 0.01 espectively. Fig. 3 shows the flowchart to de-
cide the initial ME operational path (i.e., the CL,, o5 in Sec-
tion II1.C).

In the second step, we check if the estimated computational
consumption of initial operation path would exceed the avail-
able computation resource constraint (i.e., the allocated com-
putation ¢, alioc by the proposed CAM in Section III.C). If the
available computation resource is sufficient enough, adopt the
initial path from the first step. Otherwise, we decrease the com-
plexity level by considering the slope, as shown in Fig. 4. The
entrance point is one of the paths A-C-E, A-C and A-B-D,
which is selected in the initial process. It flows to the next one
with lower computational costs until the computation meets the
constraint.

C. Complexity-Adjustable Mode Decision

The core of the proposed complexity-adaptive mode decision
algorithm is the selection of the search order and termination
point in the R-D optimized mode decision. According to the sta-
tistics [11], [12], the complexity increases in direct proportion
to the number of modes actually being searched, while the R-D
performance gain saturates for only few modes. Therefore, it is
possible to reduce the computational costs without sacrificing
the R-D performance by early termination after going through

Frame (n-1) Frame (n) Frame (n-1) Frame (n)
M1 | M2 | M3 M10| M11 |M12 7}
M4 | M5 | M6 M13| X X’ | ‘ L X R
M7 | M8 | M9 B

(a) (b
Fig.5. Spatial and temporal neighbors of the current MB (a) Neighboring MBs,
(b) Boundary Pixels.

TABLE III
COMPLEXITY LEVEL OF MOTION ESTIMATION

ME operation Explanation

A Without motion search (e.g., by setting MV as zero)
B Reduced integer-pixel ME
C Regular integer-pixel ME
D Reduced Integer-pixel ME + sub-pixel ME
E Regular integer-pixel ME + sub-pixel ME
TABLE IV
AVERAGE MATCH RATE OF THE FIRST PRIORITY MODE SET
Seq.\ QP 24 28 32 36 40
Akiyo 92% 96% 96% 97% 98%
Mother 67% 64% 71% 78% 85%
Salesman 71% 77% 80% 83% 88%
Foreman 53% 54% 57% 57% 60%
Coastguard 68% 73% 62% 65% 78%

only a few modes in mode decision, if the actual optimal mode
is among the candidates. The key problem is how to adaptively
select the candidate modes as well as their orders to be gone
through before an MB is actually coded.

To solve the above problem, we first get some statistics of
the mode distribution. As we know, the mode distribution is not
stable and closely related to the content and quantization param-
eters. Since the extraction of the content features results in large
overhead in computing, the modeling of the content may not be
a practical solution. Fortunately, the similarity of the R-D se-
lected optimal coding modes exists among neighboring blocks
due to the spatial and temporal correlations of a video. In par-
ticular, we classify all coding modes into 4 modes sets: SKIP,
Interl6 (P16 x 16 to P8 x 16), Inter8 (P8 x 8 to P4 x 4) and
Intra (I16 x 16 and 14 x 4). As shown in Fig. 5(a), the current
MB X has 13 spatial and temporal neighboring MBs. For the
current MB, the candidate mode sets are prioritized according to
their emerging frequency in the neighboring MBs. Actually, as
shown in Table IV, it can achieve over 50% match rate that the
optimal coding mode is exactly among the first priority mode
set. In other words, the similarity of the optimal mode among
neighboring blocks is also independent of the video content and
quantization parameters to a large extent. Thus, it is possible to
decide the candidate modes in the R-D optimized mode decision
based on coded spatial and temporal neighboring blocks.

Similar to the frame-level CAME algorithm, the proposed
MB-level CAMD algorithm also involves several complexity
levels. Fig. 6 shows the relationship between the R-D and com-
putational costs, in which A-E are employed to indicate the
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TABLE V
COMPLEXITY LEVEL OF MODE DECISION

MD operation Explanations

RDO mode decision with copying co-located MB
RDO mode decision with prior one mode set
RDO mode decision with prior two mode sets
RDO mode decision with prior three mode sets

RDO mode decision with all mode sets

= OO~

R-D Cost

A

A

D

E
Computation’al Cost

Fig. 6. Relationship between the R-D cost and the computational cost in RDO
mode decision.

mode decision operations as defined in Table V. If the computa-
tional budget is not enough, the mode selection process is then
terminated. What’s more, with the early termination technology
in fast ME, the coding mode with sufficient R-D performance
might be achieved during the earlier searching process. In other
words, the allocated computation for current MB might not be
used up in this case.

To avoid the inaccurate mode decision that may propagate to
the following frames, we always perform the full R-D optimized
mode decision for the first inter frame in a group of pictures
(GOP). Moreover, the spatial or temporal correlation may sud-
denly change due to, for example, the scene change. We take the
mean absolute difference of boundary pixels (BPD), as shown
in Fig. 5(b), as the spatial or temporal correlation measurement
[24], [25]. If the BPD value of the current MB is over K times
larger than the average in the previous frame, we take the Intra
as the first candidate mode set in the mode decision process.

D. Processing Steps

In summary, the proposed complexity-constrained H.264 en-
coder performs the complexity adjusting as below:
Frame-Level Complexity Control:

Step 1: When encoding the first [ frame or the first P frame,
set the maximum complexity level of motion esti-
mation and mode decision. Meanwhile initialize the
buffer state and the boundary condition of CAM, re-
ferring to Section III.C;

2: After finishing coding one frame, update the buffer
sate and select the motion estimation operation path
associated with complexity level CL,, s, referring
to Fig. 3 in Section IV.B;

3: Allocate the computation resource ¢y alioc for the
coming frame, referring to (3)—(6) in Section II1.C;

4: Select the final motion estimation operation path ac-
cording to the allocated computation, referring to
Fig. 4 in Section IV.B;

5: Encode each MB in current frame in scan order, and
meanwhile trace the actual R-D costs .JJ(X) and the

Step

Step

Step

Step

actual computational costs C'(X) of current frame,
referring to the following macroblock-level com-
plexity control.

Macroblock-Level Complexity Control:

Step 1: Allocate the computation resource 027.-111“ for the
current macroblock, referring to the (7) in Sec-
tion III.C;

Step 2: According to the allocated computation resource
c;’anoc, select the candidate modes and their
searching order, referring to Section IV.C;

Step 3: Encode current MB according to above motion esti-
mation and mode decision complexity level. Mean-
while trace and update the RD costs and the compu-
tational costs for each mode in current MB, referring
to equations in Section I'V.C.

V. EXPERIMENTAL RESULTS

We implement the proposed algorithms on the H.264 refer-
ence software JM10.2 (baseline profile) [23], and then perform
the test on various video sequences. The encoding frame rate
is 30 frames per second, with the GOP structure of “IP...P”.
With rate control algorithm in [4], the different target bit-rates
are tested, including 24, 32, 64, 96 and 128 kbps. Moreover, the
R-D optimization is turned on in all testing. We take the original
H.264 encoding with fast motion estimation algorithm in [14] as
an anchor, indicated by “Ref. S/W with FME”. We then denote
the overall CU number of the anchor as 100% computational
costs. Note that the actual number of anchor CUs varies with
different video sequences. In the tests of the proposed encoder,
the target computational cost is set as a specific percentage (from
100% to 5%) of the anchor CUs.

A. Control Performance

In this section, we present the experimental results in terms
of the R-D performance and the accuracy of complexity con-
trol. Figs. 7 and 8 show the R-D performances of the proposed
encoder under the different complexity constraints, compared
with the anchor results. When the computation consumption
is the same as the anchor, the R-D performance is almost the
same. When the computation consumption is reduced to 20%
of the anchor, the R-D performance is only slightly lost, i.e.,
less than 0.2 dB in PSNR. It should be noted that, in the latter
case, the proposed encoder is already as 5 times fast as the ref-
erence encoder with the fast ME. For the case of 10% computa-
tional costs, the R-D performance indeed drops more at higher
bit-rate for the comparison of computation constraint with 20%
and with 100%. It is mainly because the SKIP mode is used too
frequently when the computational resources are not enough. In
this case, even though the bit-rate is high and the QP might be
very small, the PSNR would perceptibly drop. However, for the
low bit-rate coding, the integer-pixel motion vector and SKIP
mode would likely be selected whatever the computation re-
source is sufficient or limited. Thus, the PSNR dropping would
not be so distinct. When the complexity level is further reduced,
the R-D performance of the proposed approach also granularly
changes with some quality loss, as shown in Fig. 8. However,
it should be noticed that there is still no frame dropping at the
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Fig. 8. Computational cost vs. PSNR under the different bit-rates.

target bit-rate and complexity level, even when the computation
consumption is reduced to 5% of the anchor.

The accuracy of complexity control is evaluated as below.
Fig. 9 shows the actual computational costs of each frame
achieved from the proposed and reference encoders with
different complexity levels. It can be observed that the compu-
tational consumption of the proposed encoder remains stable
at the frame level along the time, regardless of the diversity
of video contents. This feature is desirable in the environment
with the constraint of maximum processor workload in addition
to the constraint of overall power consumption. Although the
computational consumption is stable at frame level, it varies
at the MB level thanks to the proper early termination, so as
to optimally utilize the computation budget. A further concern
regarding the computation allocation is that the qualities of the
reconstructed frames may fluctuate. Fig. 10 shows the PSNR
of every frame along the time. It can be observed that the
fluctuation of the PSNR from the proposed encoder has the
similar trend to that from the reference encoder. In other words,
the proposed encoder can adaptively achieve the desired power
consumption accurately and stably, without sharp fluctuation
of video quality.
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B. Comparing With DRA

We further compare the proposed algorithm with a simple
complexity control algorithm, namely, direct resource alloca-
tion (DRA). The DRA always averagely allocates the computa-
tional resources to each frame and each MB. As for the motion
estimation, the original fast motion estimation algorithm [4] is
performed if the allocated computation resource is sufficient;
otherwise, the continued MV refining is terminated. As for the
mode decision, the DRA always checks the SKIP mode and the
P16 x 16 mode first, because these two modes usually achieve
the most R-D gains with less computational costs. Then, other
modes in block-size order are checked until the available com-
putation is insufficient.

Table VI shows the objective evaluation of the proposed
scheme and the DRA scheme. To evaluate the visual quality,
some reconstructed pictures are shown in Figs. 11 and 12. In
the proposed encoder, the objective and subjective perception
are both approximate when the computation reduces to 20%.
By virtue of the optimal search order and search path selection,
the proposed CAME and CAMD algorithms can find the opti-
mized motion estimation path and MB modes for the different
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Fig. 9. Actual computational costs of 100 frames under the different computation constraints.
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Fig. 10. PSNRs of 100 frames under the different computation constraints.

regions with limited computational resources. For example, it
is desirable to code the static background with SKIP mode,
but code the active motion regions with non-skip mode with
certain motion estimation complexity level. Therefore, even
when the computation reduces to 5%, the video quality from
the proposed encoder is still acceptable. However, with the
DRA encoder, the SKIP mode appears universally when the
computational resources are limited, which results in quality
loss obviously.

VI. CONCLUSION

In this paper, we have presented a joint complexity-distor-
tion optimization approach for complexity-configurable video
encoding in the environment with power constraints. The power
constraints are translated to the encoding computational costs
measured by the number of scaled CUs. The solved problems
include the allocation and utilization of the computation re-
sources. The allocation of restricted computational resources
to each video frame is based on the proposed computation al-
location model with a virtual computation buffer. The utiliza-
tion of the allocated computational resources is realized with the
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proposed CAME and CAMD algorithms that compose a com-
plexity-adjustable video encoder. By referring to the coding fea-
ture of previous frames, the temporal and spatial relationships
are utilized to help deciding coding parameters efficiently, while
avoiding the time-consuming content analysis algorithms.

The proposed algorithms can be easily incorporated into any
existing H.264 encoders as well as other standard video en-
coders based on the hybrid coding framework. Moreover, the
proposed CAM for computation scheduling and the traditional
HRD for bits scheduling have the same temporal phases in op-
erations, which makes it easier to combing the CAM and the
HRD for joint complexity and rate control.
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Fig. 11. The 25th frame of Salesman at 32 kbps (Left: reconstructed picture; Right: mode map with the lighter color indicating larger computational costs, i.e.,
black indicating SKIP mode.) (a) Ref. S/'W w/FME, 100% CUs, (b) Proposed encoder, 100% CUs, (c) Proposed encoder, 20% CUs, (d) DRA encoder, 20% CUs,

(e) Proposed Encoder, 5% CUs, (f) DRA encoder, 5% CUs.
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Fig. 12. The 25th frame of Foreman at 64 kbps. (Left: reconstructed picture; Right: mode map with the lighter color indicating larger computational costs, i.e.,
black indicating SKIP mode.) (a) Ref. S/'W w/FME, 100% CUs, (b) Proposed encoder, 100% CUs, (c) Proposed encoder, 20% CUs, (d) DRA encoder, 20% CUs,
(e) Proposed encoder, 5% CUs, (f) DRA encoder, 5% CUs.

TABLE VI
CODING PERFORMANCES OF THE PROPOSED SCHEME AND THE DRA SCHEME

Bit- Ref. /W w/ FME Proposed — PSNR (dB) DRA — PSNR (dB)
Seq. (La;:) CUs PSNR 100% 20% 10% 5% 100% 20% 10% 5%
24k 714135 39.01 39.02 38.92 3838 36.85 38.97 37.93 36.75 354
Akiyo | 32k 642994 4136 39.95 39.86 39.08 37.64 4034 3937 38.15 36.45
48k 601816 42.15 41.68 4155 407 3925 41.82 41.16 39.61 3733
32k 948845 36.08 36.07 35.99 3548 35.11 36.01 35.09 35.04 34.41
Sales- 48k 831200 3721 37.22 37.14 36.75 36.29 37.13 36.24 35.51 35.05
man 64k 733022 3838 3835 383 37.95 37.32 3826 37.27 36.23 35.75
48k 954152 35.93 3501 35.77 3541 34.70 35.84 3439 33.96 33.05
Silent | 64k 852820 37.03 36.98 36.84 36.48 35.42 36.95 35.02 34.40 33.67
96k 739210 38.64 38.58 38.57 37.08 36.77 3847 37.01 35.42 3428
Fore. 64k 1027738 36.74 36.70 36.62 34.73 3325 36.62 3422 32.64 29.83
. 96k 949944 37.87 37.85 37.78 35.58 33.56 37.76 35.1 3326 30.19
128k 901134 3871 38.70 3851 36.25 3436 38.59 357 34.12 30.64
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