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Abstract: We propose a four-tiered parallelization model for acceleration of the secure multiparty computation (SMC) on the 
CUDA based Graphic Processing Unit (GPU) cluster architecture. Specification layer is the top layer, which adopts the SFDL of 
Fairplay for specification of secure computations. The SHDL file generated by the SFDL compiler of Fairplay is used as inputs to 
the function layer, for which we developed both multi-core and GPU based control functions for garbling of various types of 
Boolean gates, and ECC-based 1-out-of-2 Oblivious Transfer (OT). These high level control functions invoke computation of 3-
DGG (3-DES gate garbling), EGG (ECC based gate garbling), and ECC based OT that run at the secure protocol layer. An 
ECC Arithmetic GPU Library (EAGL), which co-run on the GPU cluster and its host, manages utilization of GPUs in parallel 
computing of ECC arithmetic. Experimental results show highly linear acceleration of ECC related computations when the system 
is not overloaded; When running on a GPU cluster consisted of 6 Tesla C870 devices, with GPU devices fully loaded with over 
3000 execution threads, Fastplay achieved 35~40 times of acceleration over a serial implementation running on a 2.53GHz duo 
core CPU and 4GB memory. When the execution thread count exceeds this number, the speed up factor remains fairly constant, 
yet slightly increased.  
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