
Stephen 
P. Boyd

Home 

Teaching 

Biography 

Research

Books 

Papers 

Software 

Students 

Classes

EE103 

EE263 

EE363 

EE364a 

EE364b 

EE365 

MOOC

CVX101 

Robust Fisher Discriminant Analysis
S.-J. Kim, A. Magnani, and S. Boyd 

Advances in Neural Information Processing Systems 18, 
p659-666. 

■ robust_FDA.pdf

Fisher linear discriminant analysis (LDA) can be sensitive 
to the problem data. Robust Fisher LDA can systematically 
alleviate the sensitivity problem by explicitly incorporating 
a model of data uncertainty in a classification problem and 
optimizing for the worst-case scenario under this model. 
The main contribution of this paper is show that with 
general convex uncertainty models on the problem data, 
robust Fisher LDA can be carried out using convex 
optimization. For a certain type of product form 
uncertainty model, robust Fisher LDA can be carried out at 
a cost comparable to standard Fisher LDA. The method is 
demonstrated with some numerical examples. Finally, we 
show how to extend these results to robust kernel Fisher 
discriminant analysis, i.e., robust Fisher LDA in a high 
dimensional feature space.
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