
Home | Current | Past volumes | About | Login | Notify | Contact | Search 

 Electronic Journal of Statistics > Vol. 1 (2007) open journal systems 

Martsynyuk, Yuliya V., New multivariate central limit theorems in linear structural and 
functional error-in-variables models, Electronic Journal of Statistics, 1, (2007), 347-380 
(electronic). DOI: 10.1214/07-EJS075.

References

[1]   Carroll, R.J. and Ruppert, D. (1996). The use and misuse of orthogonal regression 
estimation in linear errors-in-variables models. American Statistician. 50 1-6.  

[2]   Carroll, R.J., Ruppert, D., Stefanski, L.A. and Crainiceanu, C.M. (2006). Measurement 
Error in Nonlinear Models: A Modern Perspective. 2nd ed. Chapman and Hall/CRC, Boca 
Raton, London and New York. MR2243417 

[3]   Cheng, C.-L. and Van Ness, J.W. (1994). On estimating linear relationships when 
both variables are subject to errors. J. R. Statist. Soc. B 56 167–183. MR1257805  

[4]   Cheng, C.-L. and Van Ness, J.W. (1999). Statistical Regression with Measurement 

New multivariate central limit theorems in linear structural 
and functional error-in-variables models  

Yuliya V. Martsynyuk, Carleton University and University of Ottawa

Abstract
This paper deals simultaneously with linear structural and functional error-in-
variables models (SEIVM and FEIVM), revisiting in this context generalized and 
modified least squares estimators of the slope and intercept, and some methods of 
moments estimators of unknown variances of the measurement errors. New joint 
central limit theorems (CLT's) are established for these estimators in the SEIVM and 
FEIVM under some first time, so far the most general, respective conditions on the 
explanatory variables, and under the existence of four moments of the 
measurement errors. Moreover, due to them being in Studentized forms to begin 
with, the obtained CLT's are a priori nearly, or completely, data-based, and free of 
unknown parameters of the distribution of the errors and any parameters 
associated with the explanatory variables. In contrast, in related CLT's in the 
literature so far, the covariance matrices of the limiting normal distributions are, in 
general, complicated and depend on various, typically unknown parameters that 
are hard to estimate. In addition, the very forms of the CLT's in the present paper 
are universal for the SEIVM and FEIVM. This extends a previously known interplay 
between a SEIVM and a FEIVM. Moreover, though the particular methods and 
details of the proofs of the CLT's in the SEIVM and FEIVM that are established in 
this paper are quite different, a unified general scheme of these proofs is 
constructed for the two models herewith. 

AMS 2000 subject classifications: Primary 60F05, 62J99; secondary 60E07.

Keywords: linear structural/functional error-in-variables model, measurement 
errors, explanatory variables, domain of attraction of the normal law, slowly varying 
function, identifiability assumptions, generalized/ modified least squares estimator, 
central limit theorem, multivariate Student statistic, positive definite matrix, 
Cholesky square root of a matrix, symmetric positive definite square root of a 
matrix, Lindeberg’s condition, generalized domain of attraction of the multivariate 
normal law, spherically symmetric random vector, full random vector.

 

Full Text: PDF



Error. Arnold, London. MR1719513 

[5]   Feller, W. (1976). An Introduction to Probability Theory and Its Applications. Vol. 2, 
2nd ed. Wiley, New York. MR0088081 

[6]   Fuller, W.A. (1987). Measurement Error Models. Wiley, New York. MR0898653 

[7]   Gleser, L.J. (1981). Estimation in a multivariate ‘error-in-variables’ regression model: 
large sample results. Ann. Statist. 9 24–44. MR0600530  

[8]   Gleser, L.J. (1983). Functional, structural and ultrastructural error-in-variables 
models. American Statistical Association Proceedings of the Bu-  
siness and Economic Statistics Section, pp. 57–66. American Statistical Assoc., 
Alexandria, VA. 

[9]   Gnedenko, B.V. and Kolmogorov, A.N. (1954). Limit Distributions for Sums of 
Independent Random Variables. Addison-Wesley, Reading, MA. MR0062975 

[10]   Hahn, M.G. and Klass, M.J. (1980). Matrix normalization of sums of random vectors 
in the domain of attraction of the multivariate normal. Ann. Probab. 8 262–280. 
MR0566593 

[11]   Lévy, P. (1937). Théorie de l’Addition des Variables Aleatoires. Gauthier-Villars, 
Paris. 

[12]   Maller, R.A. (1981). A theorem on products of random variables, with application to 
regression. Austral. J. Statist. 23 177–185. MR0636133  

[13]   Maller, R.A. (1993). Quadratic negligibility and the asymptotic normality of operator 
normed sums. J. Multivariate Anal. 44 191–219. MR1219203  

[14]   Martsynyuk, Yu.V. (2004). Invariance principles via Studentization in linear 
structural error-in-variables models. Technical Report Series of the Laboratory for 
Research in Statistics and Probability. 406-October 2004. Carleton University-University 
of Ottawa, Ottawa. 

[15]   Martsynyuk, Yu.V. (2005). Invariance Principles via Studentization in Linear 
Structural and Functional Error-in-Variables Models. Ph.D. dissertation, Carleton 
University, Ottawa. 

[16]   Martsynyuk, Yu.V. (2006). Studentized and self-normalized central limit theorems in 
linear functional error-in-variables models. Technical Report Series of the Laboratory for 
Research in Statistics and Probability. 432-May 2006. Carleton University-University of 
Ottawa, Ottawa. 

[17]   Martsynyuk, Yu.V. (2007). Central limit theorems in linear structural error-in-
variables models with explanatory variables in the domain of attraction of the normal 
law. Electronic Journal of Statistics. 1 195–222.  

[18]   Meerschaert, M.M. and Scheffler, H.P. (2001). Limit Theorems for Sums of 
Independent Random Vectors. Wiley, New York. MR1840531 

[19]   O’Brien, G.L. (1980). A limit theorem for sample maxima and heavy branches in 
Galton-Watson trees. J. Appl. Probab. 17 539–545. MR0568964  

[20]   Petrov, V.V. (1987). Limit Theorems for Sums of Independent Random Variables. 
Nauka, Moscow. In Russian. MR0896036 

[21]   van der Vaart, A.W. (1998). Asymptotic Statistics. Cambridge University Press, 
Cambridge. MR1652247 

[22]    Vu, H.T.V., Maller, R.A. and Klass, M.J. (1996). On the Studentization of random 
vectors. J. Multivariate Anal. 57 142–155. MR1392582  



Home | Current | Past volumes | About | Login | Notify | Contact | Search

Electronic Journal of Statistics. ISSN: 1935-7524 


