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2 SOFM
Table 2 Confusion matrix for classification using SOFM
4722 4518 95.68
796 0 0 0 37 1 0 95.44
0 663 0 6 0 0 0 99.10
0 7 369 0 0 0 0 98.14
0 0 0 1018 o] 3 0 99.71
49 0 0 0 276 50 0 73.60
2 0 0 17 9 1248 23 96.07
0 0 0 0 0 o] 148 100.00
847 670 369 1041 322 1302 171
93.98 98. 96 100.00 97.79 85.71 95. 85 86.55
3 MLH
Table3 Confusion matrix for classification using MLH algorithm
4722 4518 95.68
750 0 0 0 17 0 0 97.78
0 603 0 0 0 o] 0 100.00
0 67 368 0 0 1 0 84.40
0 0 0 792 0 4 0 99.50
97 0 0 17 305 187 0 50.33
0 0 1 204 0 1110 8 83.90
0 0 0 28 0 0 163 85.34
847 670 369 1041 322 1302 171
88.55 90. 00 99.73 76.08 94.72 85. 25 95.32
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STUDY ON ASTER DATA CLASSIFICATION USING
SELF-ORGANZING NEURAL NETWORK METHCD

HASI Ba-gan MA Jan-wen LI Q-ging
The Institute of Remote Sensing Applications CAS Beijing 100101 China

Abstract The assumption of statistical model is not needed for Neural Networks NN  while most traditional
classification method for remote sensi ng data assumed normal distribution model. Mbre and more NN application ca-
ses have been found inremote sensing dataclassification. In this paper we proposed amethod of Kohonen Self- or-
ganizing feature map based on clustering analysis. ASTER data is a new remote sensing data which includes 3
bands of 15 m resolution and 3 bands of 30m resolution. ASTER data of Beijing have been chosen for our research.
The land cover classification result in neural networks method has been shown in this paper after wavelet fusion of
data. The classification has 9  of accuracy ratio more than MLH classification.

The idea of neural networks came from the basic structure of functioning of the human brain. In the modern
field of science and engineering the neural networks have strengthened their importance with numerous applications
ranging from pattern recognition fields of classifi cation eic. There are different kinds of t he neural networks availa-
ble depending on the task to be performed. In this study the Kohonen self-organized network is used. There are 6
notes in import layer of the structure of Kohonen self-organized network and ASTER databands1 2 3N 5 7 9 cor-
responding to one note in import layer. Qutput layer has the structure of 25 x25 neural notes. Learning speed a
starting value is 0.9 o reduced to 0.001 stopped with net calculation processing. Maximum circulation time is 2
500.

ASTER is the only instrument to fly on the EOSAM-1 plate form that will acquire high-resolution i mage. The
primary goal of the ASTER mission isto obtain high-resolution image datain 15 channels over targeted areas of the
Earth s surface as well as black-and-white stereoimages with arevisittime between 4 and 16 days. Band 1 2 are
visible bands band 3N 3B are near inferred bands the resolutionis15 m Band from 4 to 9 are group of short
wave inferred bands theresolution is 30 m Band from 10 14 are thermal bands the resolution is 90m. With
ASTER s merits earth scientists to address a wide range of globule-change topics. In the paper we introduce Koho-
nen self-organized network in classification of land cover in Beijing area in 2001 by using ASTER data.

Key words Cassification Wavelet fusion Self-organizing feature map Neural networks.





