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DBFC. Dimensional Bubble Flow Control with Deadlock-Free and
Fully Adaptive Routing in the K-ary N-cube Network

XIAO Can-Wen ZHANG Min-Xuan GUO Feng

(School of Computer Science, National University of Defense Technology, Changsha 410073)

Abstract  Focusing on the particular characteristics of virtual cut-through switching network,
the authors find that message dependencies are localized between adjacent queues. Using this
characteristic, the authors design the novel flow control strategy called dimensional bubble flow
control (DBFC). The flow control strategy of DBFC builds on virtual cut-through switching and
credit-based flow control mechanism and analyzes the credit value of port and the routing informa-
tion of the packets to realize the point-point flow control. In the k-ary n-cube network without
wraparound connections, when the flow control strategy of DBFC is accepted, the adaptive di-
mensional bubble routing (ADBR) algorithm designed in this paper can get the goals including
deadlock-free and minimal distance even if the cyclic dependencies exist. In this paper, the detail
proof is provided for these conclusions. Lastly, the authors adapt the source code of NETSIM
that is a simulator of network and realize the flow control of DBFC and ADBR algorithm in
NETSIM. The authors adopt the actual application programs to test the performance of ADBR on
RSIM. The simulation performance shows the preposed scheme is superior to the approach of

usual dimension-order routing, with nearly 17. 5% reduction in the packets latency.

Keywords credit-based flow control; deadlock; k-ary n-cube network without wraparound con-

nections; virtual cut-through switching
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fer between different RPUs. As the structure of the array
change for different computation, the network must provide a
non-blocking channel between two RPUs which have explicit
data dependency. The adaptive routing algorithm for such
on-chip network plays an important role in this research area.
In this paper, the authors present a dimensional bubble flow
control and adaptive dimensional bubble routing algorithm
which provide a new way to implement high performance on-

chip network.



