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ABSTRACT

A meridional-plane, hemispherical ocean model is developed to study interdecadal variability of the ther-
mohaline circulation (THC). The model differs from previous formulations of zonally averaged ocean models
by using a prognostic equation to calculate the meridional velocity. This allows the incorporation of an adjustment
timescale comparable to the advective timescale of the meridional overturning. An interdecadal oscillation is
documented for an idealized ocean of homogeneous salinity forced by a time-independent surface heat flux.

The governing equations are linearized about a basic state in order to isolate the effect of parameter changes
on the oscillation. An eigenvalue analysis reveals that the frequency of the oscillation is independent of the
advective timescale. Instead, the interdecadal timescale of the oscillation is set by the slow adjustment of the
overturning intensity to a meridional pressure gradient anomaly. The oscillatory instability, on the other hand,
is dependent on both advective and adjustment processes. Advection by the basic state acts locally to reinforce
the meridional pressure gradient anomaly, whereas the delayed adjustment of the overturning intensity to this
pressure gradient anomaly modifies the poleward transport of heat, thereby initiating the phase reversal of the
pressure gradient anomaly. Thus, the advection of temperature anomalies by the basic state provides a positive
feedback while the adjustment of the overturning intensity serves as the phase-switching mechanism.

The relevance of this ‘‘adjustment oscillator’’ to the interdecadal variability simulated in idealized ocean
general circulation models is discussed. The results strongly suggest that internal, interdecadal variability of the
THC is not an inherently three-dimensional or nonlinear phenomenon and that this type of variability cannot
be conceptualized as a loop oscillator.

1. Introduction

Fluctuations in the intensity of the large-scale merid-
ional overturning of the Atlantic Ocean, commonly re-
ferred to as the thermohaline circulation (THC), are be-
lieved to play a crucial role in climate dynamics. Rooth
(1982) suggests that catastrophic transitions in the struc-
ture of the THC are capable of producing dramatic
changes in the global climate system. Stocker and My-
sak (1992) contend that natural climate variability with-
in the coupled atmosphere–ocean–ice system, rather
than external solar forcing, may be responsible for the
interdecadal to centennial variability observed in proxy
data records covering the past 10 000 years. The THC
plays a fundamental role in climate variability because
the intensity of the THC regulates the poleward trans-
port of heat, thereby impacting the rate of sea ice for-
mation and the atmosphere–ocean heat flux in the North
Atlantic region (e.g., Manabe and Stouffer 1988).
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While interdecadal to centennial scale climate vari-
ations involve numerous feedbacks within the land–at-
mosphere–ocean–ice system, both numerical modeling
and observational studies have identified internal vari-
ability of the THC as a possible source of interdecadal
variability. Delworth et al. (1993) found the mechanisms
of interdecadal variability in a coupled ocean–atmo-
sphere general circulation model (CGCM) to rely prin-
cipally on oceanic processes. Using 100 years of marine
observations in the North Atlantic region, Kushnir
(1994) documented interdecadal, basin-scale sea surface
temperature (SST) variations that did not appear to be
maintained by coupled ocean–atmosphere interactions.
Since the SST anomaly patterns identified by the two
studies are somewhat similar, the combined results sug-
gest that internal ocean dynamics play an important role
in climate variability on interdecadal timescales.

Because internal ocean dynamics are believed to
strongly influence the characteristics of interdecadal cli-
mate variability, several studies have attempted to iso-
late the basic mechanisms of THC variability in ocean
models that are decoupled from the climate system. For
instance, both Chen and Ghil (1995) and Greatbatch and
Zhang (1995) assert that ocean general circulation mod-
els (OGCMs) forced by time-independent surface buoy-
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ancy fluxes are capable of producing interdecadal os-
cillations that have many similarities to the interdecadal
variability simulated in a CGCM. Furthermore, Great-
batch and Zhang (1995) suggest that the oscillations are
entirely thermally driven and can be explained in terms
of a simple relationship between the strength of the
meridional overturning and anomalous heat transport.
In particular, they proposed that when the meridional
overturning is strong, more heat is transported poleward.
This decreases the meridional pressure gradient, thereby
reducing the strength of the THC. The anomalously low
poleward heat transport associated with a weak THC
leads to high-latitude cooling that increases the merid-
ional pressure gradient. This accelerates the meridional
overturning and the process repeats itself. Similar mech-
anisms were proposed by Huang and Chou (1994) and
Chen and Ghil (1995) for generating internal variability
in OGCMs.

While this simple description of the oscillatory mech-
anism produces a clear picture of THC variability, it
also neglects many fundamental issues. For instance,
the adjustment of the THC is strongly constrained by
geostrophy and, therefore, the intensity of anomalous
overturning is determined by differences in zonal rather
than meridional pressure anomalies. Thus, additional
physics beyond geostrophy are required to explain the
causal relationship between the meridional pressure gra-
dient and overturning intensity. An elementary con-
straint of ocean circulation that may be responsible for
this relationship is the blocking of normal flow by the
boundaries of the ocean basin. For example, Greatbatch
and Peterson (1996) suggest that the propagation of vis-
cous, baroclinic Kelvin waves along the northern bound-
ary of the OGCM is responsible for the phase lag be-
tween meridional pressure gradient anomalies and
anomalous overturning. Winton (1996) discusses the im-
pact of lateral boundaries on both stationary and oscil-
latory solutions of a coarse-resolution OGCM. Thus,
the fundamental component of the oscillation is not a
simple relationship, but rather a complicated function
of boundary layer dynamics.

Another shortcoming of the oscillatory mechanism is
that it describes the oscillation in terms of only a neg-
ative feedback. Thus, the physical mechanism is incom-
plete because some type of positive feedback is required
to maintain the oscillation against the dissipation of den-
sity and momentum anomalies caused by mixing pro-
cesses in the ocean. Huang and Chou (1994) suggest
that the alternating positive and negative surface density
anomalies associated with this type of variability might
be consistent with those generated by a loop oscillator.
The distinguishing feature of a loop oscillator is that a
density anomaly circulates around a hypothetical loop
repeatedly (e.g., Dewar and Huang 1995). As a result,
the frequency of the oscillation is proportional to the
time-mean overturning intensity. Huang and Chou,
though, did not find this relationship to hold in a OGCM
parameter sensitivity study. Thus, it is unclear whether

the instability sustaining the interdecadal oscillations in
the OGCM is related to that of a loop oscillator.

The purpose of this paper is to examine the essential
components of this type of internal, interdecadal ocean
variability. Instead of using an OGCM, the present study
isolates the physical mechanism in a zonally averaged
ocean model. A zonally averaged ocean model offers a
unique opportunity to explore the mechanism of this
oscillation because the inherently complex adjustment
processes of the THC can be represented in a highly
simplified manner. This facilitates the identification of
the instability sustaining the oscillation. Section 2 dis-
cusses the model development and parameters, while
section 3 examines one particular oscillation. Section 4
presents an eigenvalue analysis of the sensitivity of the
leading mode to variations in the adjustment parameters
and specified basic state. Section 5 describes the insta-
bility sustaining the oscillation, and section 6 concludes
with a discussion on the relevance of this oscillatory
mechanism to internal variability simulated in loop os-
cillator models and OGCMs.

2. Model development and parameters

To explore the dependence of THC internal variability
on the adjustment timescale of the meridional velocity,
a simple zonally averaged, hemispherical ocean model
is developed. The model is highly idealized in that it
assumes an ocean of constant and homogeneous salinity
and no wind stress at the ocean surface. In addition, a
time-independent surface heat flux is used to force the
ocean circulation. Previous studies using similar surface
boundary conditions have found interdecadal variability
over a broad region of parameter space, but only in
OGCMs (Huang and Chou 1994; Greatbatch and Zhang
1995; Cai et al. 1995). The lack of internal, decadal to
interdecadal oscillations in zonally averaged ocean
models has supported the notion that this type of vari-
ability is inherently three-dimensional.

However, the adjustment timescale of the THC has
been distorted in the previous formulations of zonally
averaged ocean models. First, even though several au-
thors (e.g., Rooth 1982; Hasselmann 1991; Marotzke
1994) have suggested that the fluctuations in the THC
strongly control the internal timescales of the climate
system on decades to centuries, many zonally averaged
ocean models (e.g., Marotzke et al. 1988; Yang and
Neelin 1993; Winton and Sarachik 1993) use artificially
large momentum damping rates that limit the adjustment
timescale of the meridional velocity (y where overbars
denote a zonal average) to a few months rather than
decades. As a result, any variability that is dependent
on an interaction between adjustment and advective pro-
cesses is severely damped because adjustment processes
dominate the evolution of the THC. Second, zonally
averaged ocean models (e.g., Wright and Stocker 1991)
that use physically reasonable momentum damping rates
but still assume a diagnostic balance between y and the
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zonally averaged meridional pressure gradient (p y) im-
plicitly incorporate an adjustment timescale of y com-
parable to that of models that use artificially large mo-
mentum damping rates.

a. Previous studies using zonally averaged ocean
models

The main obstacle in developing a zonally averaged
ocean model to simulate the THC is determining the
east–west pressure difference. Since the adjustment
timescale of the THC is much greater than the rotation
rate of the earth, the meridional velocity will be nearly
geostrophic and, thus, proportional to the east–west
pressure difference. However, the east–west pressure
gradient cannot be determined from the set of zonally
averaged primitive equations, so this value must be pa-
rameterized in order to close the system of equations
(Marotzke et al. 1988).

One approach to circumvent this obstacle is to con-
sider a nonrotating fluid system and assume that the
local time derivatives and inertial terms in the momen-
tum equations are negligible. This results in an expres-
sion relating y to p y. The exact nature of the relationship
depends on the closure approximation for momentum
damping. Marotzke et al. (1988) used vertical Laplacian
friction, whereas Winton and Sarachik (1993) chose
Rayleigh friction. Both studies parameterized the resis-
tance to meridional flow due to rotation on a sphere by
using artificially large momentum damping coefficients.
In order to constrain the rate of meridional overturning
to that of estimates obtained from ocean measurements,
Marotzke et al. set the vertical viscosity coefficient to
600 m2 s21, while Winton and Sarachik used (1.6 h)21

as a linear damping rate. Such extreme values of mo-
mentum damping will lead to an adjustment of y on the
order of months, rather than the more realistic adjust-
ment timescale of decades.

Instead of considering a nonrotating fluid system,
Wright and Stocker (1991, henceforth WS) parameter-
ized the east–west pressure gradient (pe 2 pw) in terms
of p y , thereby eliminating the need to use artificially
large momentum damping rates in their formulation. In
a later paper, Wright et al. (1995) reviewed the dynam-
ical basis for the preceding parameterization and im-
proved the closure scheme by considering vorticity dy-
namics. The major improvement in the new parameter-
ization, besides having a stronger dynamical foundation,
is that it incorporated the influence of the large-scale
pressure variations in determining the overturning cir-
culation.

However, the parameterizations of the zonally aver-
aged momentum equations by WS and Wright et al.
(1995) lack an adequate representation of adjustment
processes and, therefore, are more suitable for exam-
ining stationary solutions of the THC. The main prob-
lem is that both formulations assume a diagnostic bal-
ance between y and the local or large-scale meridional

pressure gradient. As a result, y will instantaneously
adjust to zonally averaged density anomalies. For ex-
ample, Wright et al. suggest that a physically appealing
result of their formulation is that in high latitudes the
overturning circulation is essentially determined by the
pole to equator density difference. While this seems
reasonable for a stationary circulation, the relationship
becomes quite distorted if the adjustment of y is con-
sidered because it implies that a negative (positive) den-
sity anomaly near the equator will instantaneously in-
crease (decrease) the overturning intensity in the north-
ern latitudes. The THC, though, does not adjust in this
manner because p y is largely balanced by the zonally
averaged zonal velocity, u , thereby delaying the ad-
justment of y .

Therefore, even though the parameterizations of WS
and Wright et al. use physically reasonable momentum
damping rates, the adjustment of y to a meridional pres-
sure gradient perturbation is still extremely fast because
a diagnostic relationship between y and p y eliminates
the phase lag between these two variables. In OGCMs,
though, maximum (minimum) meridional overturning
tends to follow maximum (minimum) surface density
anomalies in the sinking region. For example, Fig. 5
(not shown) of Greatbatch and Zhang (1995) clearly
depicts this delay between overturning intensity and sur-
face density anomalies. Chen and Ghil (1995) also note
this delay in their schematic diagram (Fig. 20, not
shown) of the oscillatory mechanism of an OGCM.
Thus, the adjustment timescale of the THC under pres-
ent formulations of zonally averaged ocean models is
distorted compared to that of OGCMs.

b. Model formulation

The previous formulations of zonally averaged ocean
models can be extended to include a slower adjustment
timescale for y by simply using a prognostic equation
to calculate y . With the Boussinesq approximation, the
y momentum equation reduces to (in Cartesian coor-
dinates)

2 2]y ]y ]y 1 ]p ] y ] y
1 y 1 w 1 f u 5 2 1 A 1 A ,h y2 2]t ]y ]z r ]y ]y ]zo

(1)

where y (z) represents the meridional (vertical) coor-
dinate; t denotes time; f is the Coriolis parameter; ro

is the mean density of ocean water; and Ah (Ay ) is a
constant horizontal (vertical) eddy viscosity. After sub-
stituting u 5 u G 1 u A and rearranging, (1) can be ex-
pressed as

2 2]y ]y ]y ] y ] y
1 y 1 w 5 2 f u 1 A 1 A , (2)A h y2 2]t ]y ]z ]y ]z

where u G (u A) represents the geostrophic (ageostrophic)
component of u and by definition u G 5 2p y /ro f.

The semiempirical relationship linking u A to p y for-
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mulated by WS is used as a closure approximation for
u A. Substituting

m« ]p
u 5 (3)A Vr f ]yo

into (2) results in a prognostic equation for calculating y

2 2]y ]y ]y m« ]p ] y ] y
1 y 1 w 5 2 1 A 1 A , (4)h y2 2]t ]y ]z Vr ]y ]y ]zo

where V is the angular velocity of the earth, m represents
a linear damping rate for y , and « is a closure parameter
defined by WS. Since « is proportional to (1.0 2 u /
u G), WS speculated that « should generally be positive
and vary spatially. However, this study follows WS and
takes « to be constant rather than attempting to account
for its spatial variability. As a result, (4) does not resolve
any physical phenomena associated with the variation
of the Coriolis parameter with latitude (b effect).

It is of interest to consider a short example to help
illustrate some of the physics incorporated in (4). By
neglecting inertial terms and substituting Rayleigh fric-
tion (2my ) for Laplacian friction, (4) can be reduced to

]y « ]p
5 2m 1 y . (5)[ ]]t r V ]yo

If « is assumed to be independent of m, then the steady-
state overturning intensity of (5) is independent of mo-
mentum damping. This implies that the acceleration of
y associated with the frictionally induced ageostrophic
current u A is exactly balanced by the deceleration caused
by friction itself. Thus, the amount of momentum damp-
ing only determines the adjustment timescale of y and
has little control over the circulation intensity. This is
consistent with results from coarse-resolution OGCMs
in which the meridional overturning intensity is insen-
sitive to the amount of momentum dissipation. For ex-
ample, Winton (1996) increased the horizontal viscosity
by more than an order of magnitude in a coarse-reso-
lution OGCM and found the midbasin meridional over-
turning to vary by only 4%.

It is possible to reduce (5) to a balance between y
and p y by choosing m large enough so that ]y /]t is
negligible:

« ]p
y 5 2 . (6)

r V ]yo

This relationship (6) is equivalent to that used in the
zonally averaged model of Winton and Sarachik (1993)
and in box models of the THC, but the interpretation is
different. Instead of considering V/« ø (1 h)21 as an
artificially large Rayleigh friction coefficient, (6) im-
plies that for a steady-state balance only a small fraction
of the meridional pressure gradient is balanced by y .
The momentum damping coefficient, on the other hand,
is implicitly determined by assuming that ]y /]t is neg-
ligible.

For example, taking Y 5 3 3 106 m, D 5 103 m, and
V 5 4 3 1023 m s21 as characteristic length, depth, and
velocity scales restricts the magnitude of Ah or Ay to

4 2 21A k VY ø 10 m s (7a)h

2VD
23 2 21A k ø 10 m s (7b)y Y

if dy /dt is assumed to be negligible in (4). Thus, a
diagnostic relationship between y and p y requires ar-
tificially large eddy viscosities in order for the y mo-
mentum equation to be dynamically consistent. For in-
stance, typical values of Ay are on the order of 1024 m2

s21, while values of Ah for models that do not resolve
the western boundary current are usually on the order
of 103 m2 s21. Since this study is concerned with the
physics of a weakly frictional system, dy /dt must be
retained.

An advantage of this new formulation is that the mod-
el is quite similar to those used in previous studies.
Therefore, any changes in model behavior can be di-
rectly linked to the slower adjustment timescale. A lim-
itation of this formulation, though, is that the adjustment
timescale is uniform throughout the model domain. This
is undesirable because the adjustment of the THC is
strongly modulated by Kelvin waves along the ocean
boundaries and Rossby waves in the ocean interior (e.g.,
Döscher et al. 1994). As a result, the adjustment time-
scale should probably vary with latitude since the phase
speed of these waves is a function of latitude.

However, Winton (1996) notes that simulations using
b-plane and f -plane configurations of a coarse-resolu-
tion OGCM produce internal oscillations that have ba-
sically the same characteristics. This implies that a uni-
form adjustment timescale can be used to investigate
the physical mechanism of these oscillations. Indeed,
allowing the adjustment timescale to increase linearly
from the southern to the northern boundary of this zo-
nally averaged ocean model has little impact on the basic
characteristics of the interdecadal variability, although
both the intensity and frequency of the oscillation in-
crease for the latitude-dependent adjustment timescale.
Therefore, a uniform adjustment timescale is used in
this study because it allows for a simple representation
of adjustment processes without severely distorting the
oscillatory mechanism.

c. Adjustment parameters

The unique aspect of this model is that each term on
the right-hand side (rhs) of (4) is multiplied by a mo-
mentum damping coefficient of y (m, Ah, and Ay ). As a
result, the tuning of the model’s steady-state volume
transport to match that estimated from ocean observa-
tions does not restrict the adjustment timescale of y .
Rather, the adjustment timescale of y can be freely var-
ied by multiplying the entire rhs of (4) by a momentum
damping parameter (henceforth g). This allows an ex-
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FIG. 1. Surface heat flux (W m22) diagnosed from the stationary
state (Fig. 2) reached by restoring SST to T*.

amination of the sensitivity of internal ocean variability
to variations in the adjustment timescale. Note, though,
that the inertial terms, yy y and wy z, also contribute to
the steady-state balance. Thus, g not only controls the
adjustment timescale of y , but also the relative impor-
tance of the inertial terms. As a result, the overturning
intensity is dependent on g. To permit control over the
overturning intensity without affecting the momentum
damping rate, an additional parameter c, where c 5 «/
«0 with «0 5 1.5, is introduced. This model formulation
requires a larger value of « compared to that used by
WS («0 5 0.5) because the inertial terms contribute to
the stationary balance.

d. Model equations, boundary conditions, and
parameters

By also considering an ocean of uniform depth and
width along with the hydrostatic approximation, the fol-
lowing set of zonally averaged equations is obtained:

2 2]y ]y ]y cm« ]p ] y ] y01 y 1 w 5 g 2 1 A 1 Ah y2 2[ ]]t ]y ]z Vr ]y ]y ]zo

(8)

]p
5 2r g (9)

]z

]y ]w
1 5 0 (10)

]y ]z
2 2]T ]T ]T ] T ] T

1 y 1 w 5 K 1 K 1 CA (11)h y2 2]t ]y ]z ]y ]z

r 5 r 2 aT , (12)o

where g is the acceleration due to gravity; w is the
vertical velocity; T denotes temperature; Kh and Ky are
constant horizontal and vertical diffusion coefficients;
and CA represents a convective adjustment scheme that
results in complete vertical mixing whenever the strat-
ification is locally unstable. The linear equation of state
(12) calculates r in units of kilograms per cubic meter
with ro 5 1027.79 kg m23 and a 5 0.223 kg m23 K21.

This study considers a rectangular ocean basin with
a meridional length (L), zonal width (W), and depth (H)
of 6000 km, 5000 km, and 4 km respectively. Grid
resolution is 200 km in the horizontal with 26 vertical
levels varying in resolution from 30 m at the surface
to 250 m at the bottom. At the northern and southern
boundaries a no-slip boundary condition is used along
with the condition of no material or energy fluxes. In
addition, the northern boundary layer (region of sinking)
is not resolved due to low horizontal resolution. No-
stress and no-flux boundary conditions are applied at
the ocean bottom:

]T
y 5 w 5 0, 5 0

]y

(no slip, no flux: y 5 0, L) (13a)

]y
5 0 (unresolved boundary layer: y ø L) (13b)

]y

]y ]T
5 0, w 5 5 0

]z ]z

(no stress, no flux: z 5 2H ). (13c)

The rigid-lid approximation, no wind stress, and either
a restoring or time-independent heat flux are used for
surface boundary conditions:

]y
w 5 0, 5 0 (rigid lid, no wind stress) (14a)

]z

]T h(T* 2 T ) (restoring condition)
K 5 , (14b)y 5 6]z Q (heat flux)H

where h is a relaxation timescale for heat, T* is the
temperature to which SST is restored, and QH represents
a time-independent heat flux.

Base values for model parameters are as follows: Ah

5 Kh 5 3 3 102 m2 s21, Ay 5 Ky 5 1024 m2 s21, m 5
2 3 10210 s21, «0 5 1.5, h 5 (60 days)21 for a 30-m
surface layer, and time step dependent CA ø 6 days.

3. Interdecadal oscillation

The following section examines one particular oscil-
lation to illustrate its characteristics. Model parameters
are the same as the base values listed at the end of
section 2d with QH (Fig. 1) diagnosed from a steady-
state circulation reached by restoring SST to



JUNE 1998 1257D R B O H L A V A N D J I N

FIG. 2. Stationary state reached by restoring SST to T*. (a) Streamfunction; contour interval is 3 Sv. (b)
Temperature; contour interval is 38C.

FIG. 3. Evolution of (a) maximum overturning (Sv) and (b) basin-
mean SST (8C) after restarting the integration from the equilibrium
state (Fig. 2) with a diagnosed heat flux (Fig. 1) rather than a restoring
condition as the thermal boundary condition. Note that a 10.28C
temperature anomaly was added to the upper 500 m poleward of 408
at year 4100 to nudge the system away from the unstable stationary
state.

py
T* 5 2 1 11.5 3 1 1 cos , (15)1 2[ ]L

where T* is in 8C. The parameters g and c are set to
3.0 and 1.0 respectively. Thus, the adjustment timescale
is roughly approximated by (gm)21 ø 50 yr. Since the
model is only forced by a surface heat flux, the circu-

lation will be hereafter referred to as the thermal cir-
culation (TC).

a. Restoring boundary condition

Figures 2a,b show the streamfunction, C (y 5 2Cz,
w 5 Cy), and T (where overbars are here and hereafter
dropped) of the stationary TC reached after 4000 years
of integration by restoring SST to T*. The salient feature
of C is the intense sinking at the northern boundary
and upwelling throughout the rest of the ocean basin,
while T is characterized by a pool of warm water over-
lying a relatively homogeneous, cool water mass. In
addition, the parameters as chosen produce C and T
fields that are in reasonable agreement with observations
of the North Atlantic Ocean.

b. Time-independent heat flux

At year 4000 an instantaneous heat flux was diag-
nosed from the stationary state of Figs. 2a,b. The model
was subsequently restarted from the equilibrium state,
but with the diagnosed heat flux (Fig. 1) rather than the
restoring condition as the thermal boundary condition.
Figures 3a,b show the time evolution of the strength of
the meridional overturning and basin-average SST after
the restart. The steady-state TC becomes unstable upon
the switch from a restoring to flux boundary condition,
but the oscillation amplitude is not resolved by the scale
of the y axes.

To nudge the system away from the unstable station-
ary state, a 10.28C temperature anomaly is added to
the upper 500 m poleward of 408 at year 4100. After
the addition of the temperature perturbation, the system
continues to evolve in an oscillatory manner with an
increasing trend in frequency from roughly 0.012 to
0.015 yr21 over the 2900-yr period shown. In addition,
the TC drifts away from its original equilibrium state
with the time-mean meridional overturning decreasing
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FIG. 4. Time-mean state. (a) Streamfunction; contour interval is 3 Sv. (b) Temperature; contour interval is 38C.

from 20.8 to 18.2 Sv (Sv [ 106 m3 s21) and basin-
average SST increasing from 13.58 to 14.08C. Approx-
imately 4000 years after the addition of the temperature
perturbation, the TC reaches a regular oscillation char-
acterized by a period of 65.8 yr, basin-average SST
extremes of 14.398 and 13.568C, and overturning ex-
tremes of 22.9 and 14.3 Sv. The relatively long period
of time required for the system to reach a regular os-
cillation implies that this oscillation is rather feeble.
Therefore, the characteristics of this internal ocean vari-
ability are probably very sensitive to the numerous feed-
backs within the coupled ocean–atmosphere–ice system.

c. Oscillation

The time-mean streamfunction and temperature T̂,Ĉ
where carets denote the time-mean of the zonal average,
are displayed in Figs. 4a,b for one complete oscillation
beginning at year 8643.9 and ending at year 8709.7.
The major features of and T̂, the intense sinking atĈ
the northern boundary and upwelling elsewhere and the
pool of light water overlying a relatively homogeneous,
dense water mass, are qualitatively similar to the equi-
librium state described in section 3a. However, (Fig.Ĉ
4a) is weaker and shallower compared to the steady-
state C (Fig. 2a). The shoaling of the TC confines the
flow feeding the region of sinking to a shallower surface
layer and reduces considerably the time-mean transport
below the depth of 3000 m. The only notable difference
between T̂ (Fig. 4b) and the steady-state T (Fig. 2b) is
that the water above 1000 m is warmer and the deep
ocean is slightly cooler.

To illustrate the extreme states of the oscillation the
instantaneous C and T are shown in Figs. 5a–d for the
maximum (year 8663.2) and minimum (year 8688.9)
overturning intensity. A reverse cell in both extreme
states is present in the lower half of the basin but at
different meridional locations. It will be shown later that
the reverse cell originates at the northern boundary and

propagates southward. The other notable feature is the
large displacement between 408 and 558 of the T 5 38C
isothermal surface. It has a positive slope when over-
turning at the northern boundary is at a maximum,
whereas it has a negative slope when overturning is at
a minimum. Thus, the displacement of the T 5 38C
isothermal surface is strongly correlated with the
strength of upwelling.

The characteristics of the oscillation are best illus-
trated by examining the anomalous (departure from time
mean) streamfunction C9 and temperature T9 fields. Fig-
ures. 6a–l display C9 and T9 in 10.9-yr intervals span-
ning one complete oscillation. Clearly C9 depicts a
southward propagating perturbation with the largest
overturning anomalies at the northern boundary; T9 also
shows a southward propagating perturbation throughout
the layer between roughly 300 m and 1000 m. In this
layer T9 appears to be largely dependent on the south-
ward propagating vertical velocity at the base of the
thermocline (;1000 m) with anomalous sinking (up-
welling) producing a positive (negative) temperature
anomaly. Note that this coupling cannot occur in models
that require y to balance py since a positive (negative)
T9 would lead to a rapid adjustment to anomalous up-
welling (sinking).

In addition to the southward propagating anomalies,
several other features in the C9 and T9 fields are note-
worthy. In the upper 300 m T9 propagates northward,
thereby producing a ‘‘wrapping’’ of temperature anom-
alies in the upper 1000 m. The mechanism largely re-
sponsible for this process is the formation of ‘‘new’’
anomalies by the anomalous heat transport associated
with the adjustment of the TC overturning intensity rath-
er than the advection of ‘‘old’’ temperature anomalies
by the basic-state flow. This is clearly shown by fol-
lowing the negative T9 in the lower 3000 m of the model
ocean beginning at year 8643.9 (Fig. 6b). After the sur-
face water characterized by 2T9 sinks at the northern
boundary, it is slowly advected southward in the lower
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FIG. 5. Extreme phases of the oscillation. (a) Maximum overturning and corresponding (b) temperature; (c)
minimum overturning and (d) corresponding temperature. Contour intervals are 3 Sv and 38C.

3000 m (Figs. 6d,f,h,j,l). Note, though, that after one
complete oscillation (returning to Fig. 6b), the main
portion of the temperature anomaly is located in the
deep ocean between 58 and 258 latitude. Thus, the tem-
perature anomaly is not advected completely around the
domain in one period. Therefore, the physical mecha-
nism producing the oscillation is quite different than
that of the classic loop oscillator in which a density
anomaly can be traced as it passes through a loop (e.g.,
Dewar and Huang 1995).

It is interesting that while C9 decays as it propagates
southward, T9 in the upper 1000 m amplifies upon reach-
ing the southern boundary. Near the southern boundary
above the base of the thermocline T9 increases because
the vertical temperature gradient in this region is so large
that even a small C9 can produce a substantial T9. Below
1000 m, though, the T9 becomes rather diffuse as it is

advected southward from the sinking region. Even
though the magnitude of T9 below the thermocline is
relatively small, the vertical extent of the deep-ocean
T9 is roughly three times larger than that of the upper-
ocean T9. Therefore, the temperature anomalies in the
northern part of the deep ocean are still an important
component of the meridional pressure gradient force
and, as a consequence, are an integral part of the ad-
justment process.

4. Eigenvalue analysis

The main goal of this section is to examine the role
of the TC adjustment in producing internal, interdecadal
variability by determining the sensitivity of the oscil-
lation to variations in model parameters. To isolate the
effect of parameter changes on the oscillation charac-
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FIG. 6. Anomalous (a, c, e, g, i, k) streamfunction and (b, d, f, h, j, l) temperature in 10.9-yr intervals
spanning one complete oscillation. Contour intervals are 1 Sv and 0.18C with solid, dashed, and bold dashed
lines denoting positive, negative, and zero anomalies respectively.
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FIG. 6. (Continued )
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teristics, (8) through (12) are linearized about a basic
state:

]y9
1 û ·=y9 1 u9 ·=ŷ

]t

2 2cm« ]p9 ] y9 ] y905 g 2 1 A 1 A (16)h y2 2[ ]Vr ]y ]y ]zo

]p9
5 2r9g (17)

]z

]y9 ]w9
1 5 0 (18)

]y ]z
2 2]T9 ] T9 ] T9ˆ1 û ·=T9 1 u9 ·=T 5 K 1 K (19)h y2 2]t ]y ]z

r9 5 2aT9, (20)

where primes (carets) denote time-dependent (time in-
dependent) quantities, u 5 yj 1 wk, and

] ]
= 5 j 1 k .

]y ]z

The growth rate and frequency of the leading mode are
determined by solving for the eigenvalues of the dis-
cretized linear system using 13 vertical levels instead
of the original 26. The reduction of vertical levels de-
creases computational requirements without signifi-
cantly affecting the results.

A potential shortcoming of this method is that con-
vective adjustment (CA) was neglected in the transfor-
mation of (11) into its linear equivalent (19). However,
CA is relatively weak during the oscillation with the
deepest convective overturning at the northern boundary
reaching a depth of only 1600 m. As a result, CA has
only a minor impact on the oscillation characteristics
and, therefore, neglecting it does not distort the oscil-
latory mechanism. For instance, the time evolution of
C9 and T9 depicted in Figs. 6a–l is quite similar to the
oscillation described by the dominant eigenvalue
(growth rate 5 7.1 3 1024 yr21, frequency 5 1.5 3
1022 yr21) and corresponding eigenvector of (16)
through (20) when the basic state is set to the time-mean
state of the oscillation in section 3.

The linearized inertial terms (û ·=y9 1 u9 ·= ) canŷ
also be neglected without distorting the oscillation char-
acteristics. For example, Figs. 7a–f display the spatial
pattern of C9 and T9 at intervals of p/3 (9 yr) for the
leading mode with the inertial terms neglected. While
both the growth rate (26.4 3 1024 yr21) and frequency
(1.85 3 1022 yr21) increased, a comparison of Figs. 7a–
f and 6a–f reveals that the spatial characteristics of C9
and T9 remained essentially unchanged. The only no-
table contrast is in the upper-ocean T9 near the sinking
region where convection is important in determining the
spatial structure of T9. As mentioned earlier, this dif-
ference has only a minor influence on the oscillatory

mechanism. Therefore, both convective adjustment and
the inertial terms play an insignificant role in the os-
cillatory mechanism.

An underlying assumption of the following eigen-
value analysis is that the specified basic state is a sta-
tionary state of (8) through (12). Note, though, that as
long as the specified basic state does not violate the
continuity equation and hydrostatic approximation, then
it fulfills this requirement because a time-independent
forcing that makes the basic state stationary can be di-
agnosed from (8) and (11). Although the ocean circu-
lation is primarily driven by fluxes of momentum and
heat through its surface, this procedure allows the forc-
ing to be distributed throughout the entire model do-
main. The advantage in allowing the forcing to be dis-
tributed in this manner is that the sensitivity of the os-
cillation to variations in the basic state and model pa-
rameters can be separated. For example, as the
parameter c is increased in the nonlinear model, both
the time-mean overturning intensity and oscillation fre-
quency increase. Thus, it is unclear whether the increase
in frequency is caused by the change in overturning
intensity and/or c. With a ‘‘distorted forcing’’ eigen-
value analysis, the basic state can be kept constant as
c is varied and vice versa, thereby enabling the relative
influence of the variations in c and the basic-state over-
turning intensity on the frequency to be determined.

a. Adjustment parameter sensitivity

The sensitivity of the growth rate and frequency to
variations in g and c is determined by calculating the
eigenvalues of the linear system (16) through (20) with
the basic-state variables û and T̂ set to the unstable
stationary state (Figs. 2a,b) reached by restoring SST
to T*. Figures 8b and 9b clearly indicate that the fre-
quency of the leading mode increases as the square root
of both g and c. This suggests that the magnitude of
the first term on the rhs of (16) is largely responsible
for setting the frequency of the oscillation. The growth
rate, however, exhibits distinct sensitivities to the two
adjustment parameters. With respect to g (Fig. 8a), it is
bounded by a maximum of 1.5 3 1023 yr21 at g ø 2.0
and positive only over the range of 0.9 , g , 4.0. On
the other hand, the growth rate is an increasing function
of c (Fig. 9a). Variations in g and c affect the growth
rate differently because c controls the local sensitivity
of y9 to a given , whereas g governs the nature of thep9y
large-scale adjustment of the TC.

b. Basic-state sensitivity

The oscillation is also sensitive to changes in the basic
state. For example, the oscillation period decreases from
80.5 to 65.8 yr when the basic state is switched from
the unstable stationary state (Figs. 2a,b) to the time-
mean state (Figs. 4a,b). Note that the period of the os-
cillation is longer for the stationary state even though
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FIG. 7. Spatial characteristics of the (a, c, e) streamfunction and (b, d, f ) temperature at intervals of p /3 (9
yr) for the leading mode with the linearized inertial terms neglected. Contour intervals are consistent with
those of Fig. 6 (1 Sv and 0.18C) with solid and dashed lines denoting positive and negative anomalies,
respectively. The zero contour is represented by a bold dashed line.
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FIG. 8. Dependence of the leading mode on g. (a) Growth rate (100 yr)21 and (b) frequency (100 yr)21;
dashed line represents a slope of 0.5.

FIG. 9. Dependence of the leading mode on c. (a) Growth rate (100 yr)21 and (b) frequency (100 yr)21;
dashed line represents a slope of 0.5.

its meridional overturning is stronger than the time-
mean state. This suggests that the frequency is not
strongly controlled by the intensity of the basic-state
flow. To emphasize the independence of the frequency
and advective timescale, the growth rate and frequency
are computed with the basic-state variables set to the
unstable stationary state (symbolically denoted as ûo and
T̂o), but with either ûo or T̂o multiplied by an arbitrary
factor d over the entire model domain (Figs. 10a,b).
Remarkably, for a fourfold increase in basic-state over-
turning intensity, the oscillation frequency remains rel-
atively unchanged. In contrast, the frequency doubles
for a fourfold increase in the basic-state density strati-
fication. The sensitivities of the growth rate with respect
to dûo and dT̂o are also quite different. The growth rate
is an increasing function of dT̂o whereas it is bounded
with respect to dûo.

These results highlight two important components of
the oscillation. First, the growth rate is sensitive to mod-
ifications of the basic-state overturning intensity. There-
fore, both adjustment and advective processes are im-
portant in generating the instability. Second, the fre-
quency of the oscillation is independent of the basic-

state overturning intensity, but increases as the square
root of the basic-state density stratification. This indi-
cates that the frequency of the oscillation is strongly
controlled by the rate at which the meridional velocity
adjusts to pressure gradient anomalies.

5. Physical mechanism

Figure 11 displays a schematic diagram of the oscil-
lation for the northern part of the model domain. The
dashed line separates the ocean into two distinct regions
based on the temperature structure of the basic state. In
the upper 1000 m, T̂y , 0 and T̂z . 0, whereas T̂y ø
T̂z ø 0 in the lower 3000 m. Thus, anomalous over-
turning only affects the heat balance of the upper ocean.
In addition, the heat transport by w9 is assumed to be
negligible compared to that by y9. This assumption is
only valid for y . 508 since Fig. 6 clearly shows that
in the upper ocean, large negative (positive) temperature
anomalies tend to be associated with anomalous up-
welling (sinking).

The oscillation is taken to start with a minimum T9
in the upper ocean, a minimum T9 in the deep ocean
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FIG. 10. Dependence of the leading mode on the basic-state overturning intensity (solid line) and density
stratification (dashed line). (a) Growth rate (100 yr)21 and (b) frequency (100 yr)21.

FIG. 11. Schematic diagram of the oscillatory mechanism near the
sinking region. A plus (minus) represents a local maximum (mini-
mum) temperature anomaly throughout the entire upper or deep
ocean. The larger magnitude of the upper-ocean T 9 compared to deep-
ocean T 9 is denoted by the half circles. Overturning anomalies are
represented by the ovals with the direction of anomalous overturning
denoted by an arrowhead. The forcing of the temperature gradient
anomaly by the basic-state advection of T 9 is represented by a bold
arrow with the direction denoting the sign of the forcing. The dashed
line separates the ocean into two distinct regions based on the tem-
perature structure of the basic state. In the upper 1000 m, T̂y , 0,
and T̂z . 0, whereas T̂y ø T̂z ø 0 in the lower 3000 m.

near the sinking region, and a maximum T9 away from
the sinking region (Fig. 11a). Note that the T9 structure
in the deep ocean produces a strong negative temper-
ature gradient anomaly. This accelerates the meridional
overturning that, consequently, increases the poleward
transport of heat in the upper ocean. When the anom-
alous overturning reaches a maximum (Fig. 11b), the
negative temperature anomaly in the upper ocean has
been neutralized by the stronger than normal heat trans-

port associated with the enhanced overturning. In ad-
dition, the minimum T9 in the deep ocean has been
advected southward by the basic-state flow. Because the
system is weakly frictional, the anomalous overturning
overshoots this potential equilibrium state, thereby re-
sulting in a positive temperature anomaly in the upper
ocean. Furthermore, a fraction of this upper-ocean T9
sinks at the northern boundary and the negative T9 in
the deep ocean continues to be advected southward. As
a result, the enhanced overturning is decelerated due to
this developing positive temperature gradient anomaly.
When the overturning anomaly is finally reduced to zero
(Fig. 11c), both the temperature anomaly in the upper
ocean and the temperature gradient anomaly in the deep
ocean are at their maximum values of the oscillation.
The strong positive temperature gradient anomaly con-
tinues to force the overturning perturbation to its neg-
ative phase and the oscillation proceeds as discussed
above, but in the opposite sense.

This description of the oscillatory mechanism is sim-
ilar to that suggested by several authors (e.g., Greatbatch
and Zhang 1995; Huang and Chou 1994; Chen and Ghil
1995) for producing internal variability in an OGCM in
that it is based on a negative feedback between the
strength of the overturning intensity and the meridional
pressure gradient anomaly. Thus, the mechanism is in-
complete because some type of positive feedback is re-
quired to sustain the oscillation against the damping of
momentum and temperature anomalies by mixing pro-
cesses in the ocean. However, the phase relationship
between the temperature anomaly in the upper ocean
and the temperature gradient anomaly in the deep ocean
suggests that the advection of temperature anomalies by
the basic state can trigger an instability.

For example, in Fig. 11a the T9 in the upper ocean
is a minimum and, therefore, is a maximum sinceŷT9yy

the Laplacian of a function tends to be a maximum
(minimum) where the function itself is a minimum
(maximum). Thus, the advection of the upper-ocean T9
by the basic state is acting to decrease (increase) inT9y
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FIG. 12. Phase lag in degrees between ^ & and ^2(û ·=T 9)y& overT9y
the entire model domain for the base, c 5 4, and g 5 12 oscillations.
Positive values denote ^ & lagging ^2(û ·=T 9)y&.T9y

Fig. 11a (Fig. 11c). More importantly, the basic-state
advection of T9 is actually reinforcing the vertically
integrated temperature gradient anomaly, ^ & (whereT9y
^[ ]& represents [ ] dz), because near the sinking re-0∫2H

gion ^ & is largely determined by the temperature gra-T9y
dient anomaly in the deep ocean. Since the intensity of
the overturning perturbation is dependent on the mag-
nitude of ^ &, the forcing of ^ & by the basic-stateT9 T9y y

advection of T9 (symbolically denoted by a bold arrow
in Fig. 11) induces a stronger overturning anomaly com-
pared to the previous adjustment phase. As a result, the
anomalous heat transport associated with this overturn-
ing perturbation is greater than that of the previous
phase, thereby causing the magnitude of the upper-ocean
T9 to increase a half cycle later. This, in turn, leads to
a stronger temperature gradient anomaly in the deep
ocean because the upper-ocean T9 sink at the northern
boundary. In addition, the strength of the forcing of
^ & by the basic-state advection of T9 is enhanced dueT9y
to the increased magnitude of the upper-ocean T9. This
induces yet another overturning anomaly that is stronger
than the previous one and, therefore, the intensity of the
oscillation continues to increase until nonlinear effects
become important.

This conceptual view of the oscillatory mechanism
highlights two important components of the oscillation.
First, the internal variability originates due to an inter-
action between advective and adjustment processes. In
particular, the advection of temperature anomalies by
the basic state acts locally to enhance the meridional
pressure gradient anomaly, whereas the delayed adjust-
ment of the overturning intensity to this pressure gra-
dient anomaly modifies the poleward transport of heat
thereby initiating the phase reversal of the pressure gra-
dient anomaly. Second, the evolution of the deep-ocean
temperature anomalies near the sinking region is ex-
tremely important because the pressure gradient anom-
aly produced by the deep-ocean temperature anomalies
is largely responsible for inducing the overturning per-
turbation. The remainder of this section examines these
two aspects of the oscillation in greater detail by ana-
lyzing the eigenvectors of the eigenvalue analysis pre-
sented in section 4.

a. Instability mechanism

The advection of temperature anomalies by the basic
state (û ·=T9) triggers an instability by instantaneously
reinforcing the meridional pressure gradient anomaly.
After applying boundary conditions, the feedback be-
tween and û ·=T9 can be represented by the phasep9y
relationship between the vertically integrated tempera-
ture gradient anomaly, ^ &, and the forcing of ^ & byT9 T9y y

the basic-state advection of T9, ^2(û ·=T9)y&. Figure 12
displays this phase relationship for the base (g 5 3, c
5 1), c 5 4 (g 5 3), and g 5 12 (c 5 1) oscillations.
A positive feedback occurs when ^ & and ^2(û ·=T9)y&T9y
vary in phase (i.e., between 6908) and, therefore, the

feedback is positive only in the northern part of the
model domain. The location where ^2(û ·=T9)y& starts
to lag ^ & by more than 908 (negative feedback) isT9y
associated with the damping of overturning anomalies.
Consequently, C9 of the base oscillation propagates past
y 5 408 without being damped considerably, whereas
the C9 of both the c 5 4 and g 5 12 oscillations decrease
in this region. For example, a comparison of the C9
spatial pattern of the g 5 12 oscillation (Figs. 13a,b)
with that of the base oscillation (e.g., Figs. 7a,c) illus-
trates this difference in C9 propagation. Note that the
C9 of the g 5 12 oscillation is confined closer to the
sinking region even though the eddy viscosities are four
times greater for the g 5 12 than the base oscillation.

Therefore, the characteristics of C9 propagation are
strongly influenced by this advective feedback. Note,
though, that the strength of feedback is not only de-
pendent on the phase relationship between ^ & andT9y
^2(û ·=T9)y&, but also the relative magnitude of these
terms. To illustrate the spatial variability of the feedback
strength, Figs. 14a,b,c display a phase diagram of ^ &T9y
and ^2(û ·=T9)y& at y 5 508 and y 5 408 for the base,
c 5 4, and g 5 12 oscillations respectively. It is inter-
esting that even though the g 5 12 oscillation has a
relatively strong positive feedback at y 5 508 (Fig. 14c),
its growth rate is still negative (21.6 3 1022 yr21). This
indicates that the mechanism of the oscillation is not
solely dependent on this advective feedback. Indeed, the
sensitivity of the overturning intensity to a given pres-
sure gradient anomaly is also very important in trig-
gering the instability because it determines the degree
of coupling between advective and adjustment process-
es.

For example, if y9 is sensitive to , then a positivep9y
feedback between ^ & and ^2(û ·=T9)y& will induce aT9y
stronger overturning anomaly compared to if the posi-
tive feedback was absent. This, in turn, increases the
anomalous heat transport associated with the delayed
adjustment of y9, thereby resulting a half cycle later in
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FIG. 13. Spatial characteristics of the streamfunction for the leading mode with g 5 12 (c 5 1) at an interval of
p/3 (6.4 yr). The contour interval is arbitrary with solid and dashed lines denoting positive and negative anomalies
respectively. Note the stronger damping of C9 in the vicinity of y 5 408 from (a) to (b) compared to that of the base
oscillation (Figs. 7a,c).

FIG. 14. Phase diagram of ^ & (temperature gradient) and ^2(û ·=T 9)y& (advection) at y 5 508 (solid line) and y 5 408 (dashed line) forT9y
the (a) base, (b) c 5 4, and (c) g 5 12 oscillations. Units of ^ & and ^2(û ·=T 9)y& can be taken as some multiple of 8C and 8C yr21T9y
respectively.

temperature anomalies above the thermocline that are
opposite in sign and greater in magnitude than the orig-
inal T9. The increase in magnitude of the upper-ocean
T9 has two important effects. First, it supplies the sink-
ing region at the northern boundary with larger tem-
perature anomalies, thereby increasing the magnitude of
the temperature gradient anomaly in the deep ocean.
Second, it enhances the strength of the forcing of the
pressure gradient anomaly by the basic-state advection
of upper-ocean temperature anomalies. As a result, the
system exhibits oscillatory behavior. On the other hand,
if y9 is relatively insensitive to (no interaction be-p9y
tween adjustment and advective processes), then a pos-
itive feedback between ^ & and ^2(û ·=T9)y& has onlyT9y
a marginal impact on the TC adjustment. Thus, the
anomalous heat transport is independent of the positive
feedback and, therefore, the adjustment process does not
increase the magnitude of the upper-ocean T9. Indeed,
the T9 are continuously damped by diffusion, thereby
causing the oscillation amplitude to decrease.

The significance of the interaction between adjust-
ment and advective processes can be illustrated by com-
paring the sensitivity of the oscillation to different clo-
sure approximations for momentum damping. For in-
stance, when horizontal viscosity is neglected (Ah 5 0),
the range of positive growth rates expands sharply from
0.9 , g , 4.0 (Fig. 8a) to 0.7 , g , 24.0 (Fig. 15).
In addition, the maximum growth rate increases by al-
most an order of magnitude. To examine why horizontal
viscosity has a strong impact on the stability of the
oscillation, the phase lag between ^2 & and ^y9&uT9y
(where ^[ ]&u represents [ ] dz) is displayed for vari-0∫21.2

ations in g for both Ah 5 0 (Fig. 16a) and standard (Fig.
16b) conditions. The phase relationship is roughly con-
stant for variations in vertical viscosity with ^2 & lead-T9y
ing ^y9&u by roughly 908 and, therefore, y9 is tightly
coupled to . On the other hand, the phase relationshipp9y
near the sinking region becomes distorted as Ah increas-
es because the relatively strong response of y9 at the
sinking region is spread rapidly southward by the hor-
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FIG. 15. Dependence of the growth rate (100 yr)21 on g with hor-
izontal viscosity neglected (Ah 5 0). Solid and dashed lines denote
the basic-state circulation set to the stationary state (Fig. 2a) and
double the stationary state respectively.

FIG. 16. Phase lag in degrees between ^ & and ^y9&u for variations2T9y
in g for (a) Ah 5 0 and (b) standard conditions. Positive values denote
^y9&u lagging ^ &.2T9y

FIG. 17. Relative contribution of ^ &u (dashed line) and ^ &d (sol-T9 T9y y

id line) to ^ & (dotted line) at y 5 508 for the base oscillation.T9y

izontal viscosity. For example, ^y9&u reaches a maximum
before ^2 & around y 5 508 for the g 5 24 oscillationT9y
and, therefore, the local forcing of y9 by is marginalp9y
compared to the remote forcing of y9 by gAh . Thus,y9yy

the oscillation is severely damped for large values of
horizontal viscosity because the local forcing of the tem-
perature gradient anomaly by the basic-state advection
of temperature anomalies has a negligible effect on the
adjustment of the meridional overturning.

b. The importance of deep-ocean T9

Even though the magnitude of the deep-ocean T9 is
smaller than that of the upper-ocean T9 (e.g., Fig. 6),
the deep-ocean T9 still plays a fundamental role in the
instability. For example, the relative contribution of the
deep (^ &d where ^[ ]&d represents [ ] dz) to21.2T9 T9 ∫y y 2H

^ & easily exceeds that from ^ &u at y 5 508 for theT9 T9y y

base oscillation (Fig. 17). The deep-ocean T9 dominates
near the sinking region because of its long verticalp9y

extent and strong gradient in the meridional direction.
As a result, the deep-ocean T9 induces an adjustment
of the overturning intensity as it slowly moves south-
ward from the sinking region. Thus, the temperature
anomalies do not have to ‘‘circle around a loop’’ in order
to produce internal variability because the deep-ocean
T9 indirectly affects the heat balance of the upper ocean
by modifying the meridional overturning intensity.
Therefore, the period of this oscillation is shorter than
that of an oscillation produced by the loop oscillator
mechanism. For instance, Winton and Sarachik (1993)
identified an oscillation in a zonally averaged ocean
model of the loop oscillator type that had a period of
roughly 500 yr, about an order of magnitude greater
than the characteristic period of this type of oscillator.

As a result of its strong influence on both ^ & andT9y
the upper-ocean T9, the deep-ocean T9 is a crucial com-
ponent of this oscillation and, consequently, the feed-
back between ^ & and ^2(û ·=T9)y&. Indeed, this feed-T9y
back turns negative where the deep-ocean T9 becomes
marginal in determining ^ &. The main reason for thisT9y
relationship is that the leading term of 2(û ·=T9)y is

and, therefore, a positive feedback is dependent2ŷT9yy

on and 2(û ·=T9)y being in phase at different depths.T9y
Since ^ & is largely determined by the upper-ocean2ŷT9yy

T9 while ^ & is strongly influenced by the deep-oceanT9y
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T9, a positive feedback is characterized by maximum
(minimum) upper-ocean temperature anomalies being
located above maximum (minimum) deep-ocean tem-
perature gradient anomalies. This vertical structure of
T9 is consistent with ^y9&u lagging ^2 & by roughlyT9y
908 since the anomalous heat transport associated with
the adjustment of the overturning intensity dictates the
evolution of the upper-ocean T9. Thus, the delayed ad-
justment of y9 to is crucial for producing the insta-p9y
bility. As a result, zonally averaged ocean models that
are based on a diagnostic balance between y and py will
not simulate this type of internal, interdecadal vari-
ability.

It is important to note, though, that while adjustment
processes determine the time evolution of the upper-
ocean T9, advection strongly controls the evolution of
the deep-ocean T9. Therefore, the adjustment timescale
needs to be comparable to the advective timescale in
order to produce a T9 vertical structure favorable for a
positive feedback. For example, the instability is favored
at stronger rates of momentum damping (faster adjust-
ment) as the overturning intensity increases (Fig. 15).
Thus, the instability is not solely dependent on the slow
dynamical adjustment of this zonally averaged ocean
model. Rather, the oscillation is only unstable for slow
adjustment timescales because of the limitation imposed
by the advective timescale of the model TC.

6. Discussion

The physical mechanism responsible for producing
internal, interdecadal variability in this zonally averaged
ocean model can best be described as an adjustment
oscillator. The adjustment oscillator relies on an inter-
action between advective and adjustment processes to
trigger an instability. Near the sinking region the ad-
vection of upper-ocean temperature anomalies by the
basic state acts locally to reinforce the meridional pres-
sure gradient anomaly set by the temperature anomalies
in the deep ocean. The delayed adjustment of the over-
turning intensity to this pressure gradient anomaly alters
the poleward transport of heat, thereby reversing the
phase of the temperature anomalies in the upper ocean.
This, in turn, changes the phase of the pressure gradient
anomaly in the deep ocean because the upper-ocean tem-
perature anomalies sink at the northern boundary. Thus,
advection by the basic state produces a positive feed-
back whereas the adjustment of the overturning intensity
serves as the phase-switching mechanism. The inter-
decadal timescale of the oscillation is set by the slow
adjustment of the overturning intensity to a meridional
pressure gradient anomaly.

The instability of an adjustment oscillator is quite
different than that of a loop oscillator. A loop model
does not exhibit this type of variability because it does
not resolve the positive feedback involving the basic-
state advection of temperature anomalies and, in addi-
tion, the fluid velocity must adjust simultaneously

throughout the entire loop. An OGCM, on the other
hand, should be able to resolve the basic components
of the adjustment oscillator. However, it is difficult to
predict the role that this oscillatory mechanism might
play in the interdecadal variability simulated in OGCMs
because of the assumptions involved in reducing the
three-dimensional TC to a meridional plane. Most im-
portantly, a zonally averaged ocean model assumes that
it is possible to average two unlike quantities, the west-
ern boundary current and the ocean interior, and still
obtain a meaningful average. As a result, the details of
this instability may be slightly distorted for a three-
dimensional TC. However, several components of this
adjustment oscillator raise important questions concern-
ing previous interpretations of the physical mechanisms
responsible for producing internal, interdecadal vari-
ability in idealized OGCMs (e.g., Cai 1995; Cai et al.
1995; Chen and Ghil 1995; Greatbatch and Zhang 1995;
Huang and Chou 1994; Winton 1996). In particular,
whether the oscillatory mechanism of an OGCM is de-
pendent on an interaction between adjustment and ad-
vective processes and the importance of the deep-ocean
temperature anomalies needs to be determined.

In summary, by simply reformulating the parameter-
ization of WS to include a TC adjustment timescale
comparable to that of the advective timescale, interde-
cadal oscillations in a zonally averaged ocean model
forced by a time-independent heat flux have been doc-
umented that may be related to the interdecadal vari-
ability simulated by OGCMs. While the oscillatory
mechanism needs to be verified with an OGCM, the
results strongly suggest that internal, interdecadal vari-
ability of the large-scale meridional overturning of the
Atlantic Ocean is not an inherently nonlinear or three-
dimensional phenomenon and that this type of vari-
ability cannot be idealized as a loop oscillator.
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