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ABSTRACT

A model was constructed to estimate ice floe trajectories. The model considers the balance of atmosphere
and ocean drag forces on ice floes, including skin and body drag forces from wind, waves, and currents. Discussion
of air–ice and water–ice skin stresses, water–ice form stress, and wave radiation stress is presented. Estimates
are presented for the ice drift in a variety of hypothetical situations: (i) as a function of ice floe diameter,
thickness, and concentration; (ii) in ‘‘wave’’ and ‘‘no wave’’ situations; and (iii) in constant wind forcing and
time-varying wind forcing situations. The model is shown to be consistent with wave and ice observations
collected during the Labrador Ice Margin Experiment 1987 on the Grand Banks during relatively high wind
situations. Combining this model with the wave-scattering model of Part I allows estimation of 1) the effect of
wave scattering attenuation on ice floe trajectories and the ice edge and 2) the effect of ice floe drift on the
wave spectra. Thus, an enhanced modeling of wave and ice dynamics is achieved.

1. Introduction

Part I (Perrie and Hu 1996) considered the relation
between wave attenuation l, MIZ ice floe parameters,
wind, and wave conditions. It was suggested that l de-
pends strongly on wave frequency f, floe diameter L,
ice cover concentration fi, and wave age. Ice floe thick-
ness, wind speed U10, wave energy E(f, q), and spatial
position within the marginal ice zone (MIZ) were found
to be less important factors. Under appropriate MIZ
conditions (regarding fi and L, for example), wave gen-
eration and growth occurs. Under other conditions, all
energy but that of the very lowest frequency bands is
dampened. Throughout Part I, MIZ ice floes were as-
sumed not to drift. The effects of ice drift are considered
in this paper. Moreover, we are now concerned with the
movement of ice floes in response to wind, waves, and
currents. A related concern is the wave spectra in near-
MIZ waters, where waves are scattered and attenuated
by ice floes, which are allowed to drift in response to
wind, waves, and currents.

Interactions between ice, wind, waves, and currents
can dramatically move the ice edge. During high wind
or storm situations, the ice edge can move as much as
50 km or more in a day, as observed during the Labrador
Ice Margin Experiment (McNutt et al. 1988). However,
ice edge predictability on the timescale of hours or days
is not clearly understood. The ice edge and the distri-
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bution of ice floes are moved by wind, waves, and cur-
rents. Moreover, compared to the ice-free situation, cur-
rents, waves, and the associated planetary boundary lay-
er are altered by the MIZ. Our model for the ice edge
and ice floe trajectories is based on a balance equation
for forces due to wind, waves, and currents impinging
on the ice, following Tang and Fissel (1991), Steele et
al. (1989), and Jenkins (1987a,b, 1989).

Ocean surface waves are central to the atmosphere–
ocean coupling dynamics at the air–sea interface. The
dominating physical processes that determine ocean sur-
face waves are input of energy due to wind Sin, nonlinear
transfer between spectral components due to wave–
wave interactions Snl, and energy dissipation due to
white capping and wave breaking Sds. Operational wave
models combine these processes in the energy balance
equation, which may be written as

]E( f, q)
1 C ·=E( f, q) 5 S 1 S 1 S , (1)g in ds nl]t

where the two-dimensional wave spectrum E(f, q) is a
function of frequency f, direction q, time t, and position
x, and where Cg is the group velocity. Examples of how
Sin, Snl, and Sds may be parameterized are presented in
Hasselmann et al. (1988) and Perrie et al. (1989).

Section 2 presents a model for ice floe trajectories,
hereafter denoted the drift model. Ice floe drift involves
skin and body drag due to wind, waves, and surface
currents. For surface currents, we include Ekman trans-
port and currents arising from the wind-forced wave
field, but not background currents from wind-induced
sea surface slope or any underlying circulation. Section
3 investigates the characteristics of the drift model, us-
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ing a simple square-box SWAMP (Sea Wave Modelling
Program) ocean and hypothetical wind fields, as used
by The SWAMP Group (1985) in intercomparing wave
models. Section 4 presents the results of real data tests
for the Labrador Ice Margin Experiment (LIMEX) 1987
program in the northwest Atlantic, as described by Mc-
Nutt et al. (1988). During high wind conditions, we
demonstrate that the drift model generates ice edge es-
timates that are largely consistent with observations.
Moreover, we present a partial verification of a com-
bined scattering–drift model, implementing the scatter-
ing model from Part I into the drift model. The scat-
tering–drift model provides estimates for MIZ ice edge
evolution and the wave spectra in near-MIZ open ocean
waters.

2. Waves, currents, and ice floe drift

a. Wave-induced surface current

Given wind fields U10 at 10-m reference height, the
wave balance equation (1) gives the two-dimensional
spectral wave energy E(f, q). The associated Stokes drift
is the mean velocity following a fluid particle and there-
fore, by definition, is a Lagrangian property. Letting US

be the Lagrangian velocity of a particle at initial position
(x, c, t 5 0), then the Stokes drift at time t is simply

2kcU (x, t) 5 4p f ke E( f, q) df dq, (2)S E E
following Huang (1971) and Jenkins (1989). The ver-
tical Lagrangian coordinate c corresponds to the usual
vertical Eulerian coordinate z at initial time t 5 0.

Equation (2) is a diagnostic relation for current as a
function of depth, whereas Eq. (1) gives the evolution
of E(f, q) in position and time coordinates (x, t). Fol-
lowing Jenkins (1987a,b, and 1989), the quasi-Eulerian
current UE is given by

]U ] ]U→E E1 f 3 U 2 nE 1 2]t ]c ]c

→
2kc5 2 f 3 U 2 2p df dq f kS 2kNe , (3)S E E ds

where ice floes are not assumed present. The quasi-
Eulerian current is equal to the Lagrangian-mean current
UL minus the Stokes drift US and can be thought of as
being equal to the Eulerian-mean current Ue, referred
to as a Lagrangian coordinate system (Jenkins 1987b).
The Eulerian-mean current Ue is the vector-averaged
water particle velocity at a fixed spatial position. As
long as particle displacements are not so large as to
move from one space grid to another, which is generally
true for this study, we may identify the quasi-Eulerian
and the Eulerian mean currents: UE 5 Ue. Other vari-
ables for Eq. (3) are n, the eddy viscosity, and , the

→
f

Coriolis acceleration [z z [ 2V sin(f) where V is the
→
f

earth’s angular velocity and f is the latitude]. Unit vec-
tor k 5 (cos(p/2 2 q), sin(p/2 2 q)) is related to
wavenumber k by 5 kk. The integral expression on

→
k

the right side of Eq. (3) represents the generation of UE

from the waves through wave dissipation Sds. The pa-
rameterization for Sds follows Hasselmann et al. (1988).
Coefficient N represents momentum transfer from waves
to current. Because no consensus exists on the form for
N, we assume N 5 1, following Jenkins (1989). Finally,
the last term on the left side of Eq. (3),

] ]UE2 n ,1 2]c ]c

represents the vertical transport of momentum by vis-
cous shear stress.

The boundary condition at the sea surface is

]U tEn 5 2 2p df dq f kS , (4)E E in)]c rwc50

where t [ ra 5 raCDz z is the wind stress on the2 2U U10*
water surface, ra is the density of air, rw is the density
of water, and CD is the air–water drag coefficient. The
wind stress is assumed in the wind direction. The pa-
rameterization for Sin follows Hasselmann et al. (1988).
The integral on the right side of Eq. (4) represents the
momentum transfer from wind into the waves. Follow-
ing Smith (1991) and Smith et al. (1992), the air–water
drag coefficient CD is parameterized as

CD

23C 1 (1.85 2 2.24C /(U cos[q 2 u ])) 3 10 ,S p 10 10

5 when C /U cosq , 0.82 (5)p 105
C , otherwise,S

where CS is the open-ocean, long-fetch, drag coefficient
proposed by Smith (1988), u10 is the wind direction, Cp

5 g/2pfp is the phase speed, and fp is the spectral peak
frequency. This CD parameterization implies that young
waves can be as much as three times rougher than old
waves. This is important for modeling the currents as-
sociated with young waves.

The profile for eddy viscosity n is assumed to follow
Madsen (1977), Weber (1981), and Jenkins (1987a,b,
and 1989), as given in Fig. 1. It has a constant portion
in the uppermost 1 cm with a linear variation

n 5 20.4 cwu* (6)

between 1 cm and 12 m depth, where is the waterwu*
friction velocity. The water friction velocity may be
expressed as

rawu 5 U , (7)* *!rw

where U* is the air friction velocity. A second linear
portion is assumed to extend from 12 m to 50 m depth,
as indicated in Fig. 1. As no consideration has been
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FIG. 1. The assumed profile of eddy viscosity n as a function of
water depth, where n1 5 20.4 czc50.01, n2 5 20.4 czc512.0, andw w wu u u

* * *is the water friction velocity.

made for the effects of ice floe draft on eddy viscosity,
this model is most valid for low ice cover concentra-
tions.

Equations (2)–(4) are solved using a finite-difference
method and implicit time stepping to satisfy stability
conditions. A grid of 200 points was used in the depth
direction [0, 100] m. The grid size varied from being
tiny, 5 mm, at the surface to ;1 m at the bottom. We
assume the bottom boundary condition UE 5 0. The
time step for the current model was ø70 sec because
of the 5-mm grid spacing just below the water surface
and the usual stability criterion. By comparison, the time
step and grid spacing were 1200 sec and 50 km for the
wave model. The Coriolis parameter z z was set to 1.07

→
f

3 1024 s21, corresponding to 508N latitude.
Because we are concerned with the motion of ice floes

in response to wind, waves, and currents rather than the
details of wave generation and propagation, we use a
simple well-tuned operational wave model to represent
the evolution of the wave spectrum E(f, q). Specifically,
we use a second-generation wave model, as described
by Resio (1981), Perrie and Toulany (1985), and Perrie
et al. (1989). The nonlinear transfer Snl is parameterized
in terms of a few spectral wave parameters such as peak
frequency fp, spectra peakedness g, and the Phillips
(1985) a coefficient.

b. Ice floe drift

Following Tang and Fissel (1991) and Steele et al.
(1989), the equation of motion for an ice floe in response
to wind, waves, and currents is

]u9 →
skin skin form formm 1 m f 3 u9 5 A(t 1 t 1 t 1 tair water air water]t

wave1 t ) 2 mg=j 1 F,rad (8)

where g is the acceleration due to gravity, m is the ice
mass, A is the ice floe surface area, j is the sea surface
elevation, F is the ice internal stress gradient, u9 is the
absolute ice velocity, is the wind stress on the topskint air

surface of the ice floe, is the water stress on theskint water

bottom surface of the ice floe, is the air–ice formformt air

stress, is the water–ice form stress, and isform wavet twater rad

the wave radiation pressure. We neglect nonlinear ad-
vection, following Jenkins (1987a,b, 1989), Tang and
Fissel (1991), and Steele et al. (1989), in order to main-
tain computational efficiency in the model.

If the ice concentration is low, the internal stress gra-
dient F is essentially zero. Replacing 2mg=j by the
geostropic current m 3 Ug and neglecting F, we ex-

→
f

press Eq. (8) as

]u
1 m f 3 u

]t
skin skin form form wave5 A(t 1 t 1 t 1 t 1 t ), (9)air water air water rad

which gives the ice floe velocity, u 5 u9 2 Ug, relative

to the geostropic current Ug. Section 3 presents com-
putations of u for hypothetical wind situations. Because
u9 and Ug always occur in the combination u9 2 Ug,
the u computations in section 3 are identical to those
for u9, calculated with Ug 5 0.

The stresses and are caused by skin friction.skin skint tair water

Steele et al. (1989) suggest that form drag may be ac-
tually greater, or of the same order, as skin friction drag
for small thick floes at low ice cover concentrations.
This includes many commonly occurring MIZ situa-
tions. However, since the freeboard of a typical ice floe
is about one-tenth of its draft and the atmospheric
boundary layer depth is about 10 times that of the ocean,
it follows that z z K z z. Moreover, Steele et al.form formt tair water

(1989) suggest that is implicitly included in fieldformt air

measurements of . Therefore, the final time-depen-skint air

dent equation of motion for an ice floe becomes

]u A→
skin skin form wave1 f 3 u 5 (t 1 t 1 t 1 t ). (10)air water water rad]t m

To solve this equation, we need to know , ,skin skint tair water

, and . These are nonlinear functions of theform wavet twater rad

ice velocity u.
The air–ice skin friction stress is usually rep-skint air

resented by a quadratic formula in terms of the wind
U10:

[ ra zU10 2 uz(U10 2 u),skin st Cair ai (11)

where ra is the air density and is the air–ice skinsCai
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friction drag coefficient. Tang and Fissel (1991) suggest
that ø 1–5 3 1023. We used ø 3 3 1023, fol-s sC Cai ai

lowing Steele et al. (1989).
Analogous to Eq. (11), the water–ice skin friction

stress may be represented asskint water

[ 2rw zu 2 Uez (u 2 Ue),skin st Cwater wi (12)

where rw is the water density, is the water–ice skinsCwi

friction drag coefficient, and Ue is the Eulerian current
at the z grid point just below z 5 2D, where D is the
ice draft. Tang and Fissel (1991) suggest that ø 15–sCwi

25 3 1023. We used ø 2 3 1022. An approximationsCwi

is being made here. There is a turbulent boundary layer
beneath the ice, which responds to the wind and is di-
rectly associated with wind waves. Since the detailed
structure of the boundary layer is not of interest, the
water–ice skin friction drag is expressed by the familiar
quadratic law with a drag coefficient. The water velocity
Ue in Eq. (12) should be the ocean current at the base
of the turbulent boundary layer. However, we do not
know the depth of the turbulent boundary layer. If we
assume that it is quite thin, then it is a good approxi-
mation to use the water velocity at the ocean grid point,
which lies just below the ice draft, 2D. Properties of
the related boundary layer under waves have been con-
sidered by Yoshikawa et al. (1988), Toba and Kawamura
(1996), and Thorpe (1986, 1992).

The water–ice form stress describes the normalformt water

force acting on the leading face of an ice floe as it moves
through the water at relative velocity u 2 Ūe. Following
Steele et al. (1989), the general form for isformt water

2 D
form f ¯ ¯t 5 2 r C zu 2 U z(u 2 U )G, (13)water w wi e ep L

where is the water–ice form drag coefficient, L isfCwi

the ice floe diameter, DL is the ice floe cross section,
and Ūe is the Eulerian current, vertically averaged over
the leading face of the floe

01
Ū 5 U (z) dz. (14)e E eD

2D

Hoerner (1965) and Steele et al. (1989) suggest the ap-
proximation ø 1, which is valid for a wide rangefCwi

of Reynolds numbers. The parameter G describes the
reduction in drag due to the wake effect

2D
G 5 1 2 , (15)1 2!L f

where Lf is the effective average fetch between ice floes.
Using the parameterization for Lf from Steele et al. (1989),
then for circular ice floes, Lf 5 L/2 p([1/fi] 2 1).Ï

The wave radiation pressure represents the forcewavet rad

exerted on ice floes by reflected and diffracted waves.
Following Wadhams (1983) and Steele et al. (1989), the
force on a floe of diameter L, due to perfect reflection
of surface waves, is

1
2F 5 r ga L, (16)rad w2

where a is the wave amplitude. In terms of the effective
average fetch between ice floes, Lf, the standard fetch
relations for growing waves, as suggested by Hassel-
mann et al. (1973), Steele et al. (1989), and Perrie and
Toulany (1990) then imply

t L f2 24a 5 3.2 3 10 , (17)1 21 2r ga

where t is the air–water stress. Using the parameter-
ization for Lf for circular ice floes,

L 1
L 5 p 2 1 ,f 1 2!2 fi

as given above, it follows that

r 1 1wwave 24t 5 3.2 3 10 2 1 t, (18)rad 1 2!r p fia

where fi is the ice cover concentration. Thus, de-wavet rad

pends on wind stress t 5 raCD and ice cover con-2U10

centration.
The wave radiation parameterization described here

is necessary. Although we use a discrete spectral wave
model, as described in section 2a, model implementa-
tions involve spatial grids of 50 km for the simple
square-box SWAMP ocean. For the real ocean, the wave
model grid is 1.58, or about 136 km. Therefore, the
resolution of spatial grids used in our wave model im-
plementations is very coarse, compared to the spacing
between MIZ ice floes. For example, for floes 50 m in
diameter at 10% coverage, the effective distance be-
tween floes is about 0.5 km, which is much smaller than
the resolution of our finest possible grid.

Equation (10) is our basic governing equation for ice
floe drift in section 3. The stresses we consider, ,skint air

, , and are given by Eqs. (11)–(18). Otherskin form wavet t twater water rad

effects, such as the effects due to stratification, are not
considered. We calculate wave-induced surface current
from wind stress as if no ice were present, following
section 2a.

3. Hypothetic wind situations

To understand the basic characteristics of ice floe
drift, in response to wind, waves, and currents as rep-
resented by the drift model, the model was implemented
for a simple square-box SWAMP ocean, following The
SWAMP Group (1985). Specifically, we assume an in-
finitely deep ocean consisting of grid points spaced 50
km apart on the X–Y plane, with wind in the positive
X-axis direction, as shown in Fig. 2. We consider the
dependency of floe velocity on factors such as the pres-
ence of waves, floe thickness, floe diameter, and wind
speed. For small, thick floes on the order of tens of meters
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FIG. 2. Grid for the SWAMP square box ocean of The SWAMP
Group (1985). Grid points are spaced at 50 km with wind in the
positive X-axis direction. The ice floe at coordinates (400, 400) is
denoted v.

in diameter, Steele et al. (1989) showed that the wake
effect gives a reduction to at high ice cover concen-fCwi

trations. This is also considered. Clearly, there are many
other factors that could be considered. Part I showed that
wave attenuation l should depend on ice cover concen-
tration fi, ice edge geometry, ice floe diameter, and the
distribution of ice floe diameters within the MIZ. It is
plausible to expect that these and other factors may also
be important for estimation of , , and , (the air–s s fC C Cai wi wi

ice and water–ice skin friction drag coefficients, and the
water–ice form drag coefficient, respectively).

a. Dependency of floe velocity on waves

The (X, Y) components of Eulerian current Ue(z), as-
sociated with UE(z) in Eqs. (2)–(4), are given in Fig. 3a
as a function of depth. This is for coordinates (400, 400)
km in Fig. 2. Because the wind is switched on from zero,
the circles in U and V arise from inertial gyres. Net values
for U and V near the surface largely arise from Ekman
drift directed to the right of the wind stress. Components
of the ice floe velocity u are also shown, as given by
Eq. (10). The wind speed U10 is 10 m s21. The ice floe
is assumed cylindrical in shape, with diameter 10 m and
thickness 1 m. Results presented in Fig. 3a start at the
origin and extend over a period of 50 h, which exceeds
the time needed for the waves to equilibrate. Figure 3a
shows that the surface current is about 3% of the wind
speed, which is similar to the Lake Huron observations
reported by Churchill and Csanady (1983) and the anal-
ysis of Jenkins (1987a,b). Estimates for Ue(z) compo-
nents, when waves are assumed absent, are also pre-
sented. This is achieved by setting E(f, q) 5 0, Sds 5 0,
and Sin 5 0 in Eqs. (2)–(4). This shows that waves en-
hance the surface current in the wind direction, partic-
ularly during the first few hours of onset of the wind.

With the fresh onset of wind, waves are ‘‘young’’ and
the drag coefficient CD is rough, as given by Eq. (5).

The effect of wave age dependency on CD in Eq. (5)
is evident from the phase speed relation Cp 5 vp/kp, where
vp and kp are the angular frequency and wavenumber of
the spectral peak. From the deep water dispersion relation

5 gkp, wave age may be expressed as Cp/U10 5 g/2vp

(vpU10). For a given wind forcing, young waves have a
relatively high vp. As waves mature and get older, vp

decreases in magnitude and the wave age Cp/U10 5 g/
(vpU10) increases in magnitude. Thus, as waves become
more mature, CD decreases.

Ice floe displacements, corresponding to Fig. 3a, are
given in Fig. 3b. The displacements are presented for
‘‘wave’’ and ‘‘no wave’’ situations as a function of time,
with 20-h intervals represented by symbols as indicated.
The three panels of Fig. 3b represent

(i) Constant wind 5 10 m 21U s10

(ii) Alternating wind speeds to simulate rough wave
conditions during a storm

210 h , T # 6 h: U 5 15 m s10

216 h , T # 12 h: U 5 5 m s10

2112 h , T # 18 h: U 5 15 m s10

· · · · · ·

(iii) A gentle, linearly increasing wind speed,

210 h , T # 10 h: U 5 6 m s10

2110 h , T # 20 h: U 5 7 m s10

2120 h , T # 30 h: U 5 8 m s10

· · · · · ·
2190 h , T # 100 h: U 5 15 m s ,10

respectively. The second and third panels of Fig. 3b
activate young rough waves through a time-varying U10

and the HEXOS drag coefficient of Eq. (5). Alternating
the wind speed between 5 and 15 m s21 on a 6-hourly
basis is a hypothetical test to look at model estimates
for surface currents induced by wind and waves in storm
situations where wind changes rapidly. Such conditions
were encountered during the CASP (the Canadian At-
lantic Storm Program, Perrie and Toulany 1990). Thus,
we consider an enhanced CD in association with chang-
ing wave regimes: new waves mixing with old waves.
This has impact on surface currents through Eq. (3). All
results assume a cold start, whereby waves, currents,
and ice velocities are initially zero.

In each wave case in Fig. 3b, ice floe drift is about
;30% larger than the associated no-wave case. Ice floe
drift is therefore enhanced by the effect of waves. The
largest enhancement results from rough seas, as modeled
by the alternating wind in Fig. 3b (second panel). Al-
ternating wind fields more rapidly, for example every
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hour, gives similar results. Part of the effect shown here
involves wave radiation pressure , which is im-wavet rad

portant for small, thick ice floes, in low concentration
situations, as shown in the next section.

b. Floe velocity as a function of floe parameters and
wind

In Fig. 3a, the ice floe speed is estimated to be slightly
less than that of the surface current, reflecting the bal-
ance of wind, waves, and currents in Eq. (10). From
Eqs. (11)–(18), the ice floe drift speed u should depend
on (i) wind speed U10, (ii) current Ue, (iii) ice thickness
D, (iv) length of the ice floe L, where length is under-
stood as the dimension in the direction of the wind, and
(v) ice cover concentration.

Estimates of the ice floe velocity u components as a
function of floe thickness are given in Fig. 4a. Assumed
values for ice thickness are 0.2, 0.4, and 0.8 m. Although
the surface current is the same as that of Fig. 3a, the
ice floe velocity is reduced by as much as ;30% for
floes 0.8 m thick. The reduction in ice floe speed, with
increasing floe thickness D, reflects increasing water–
ice form stress , relative to the air–ice skin frictionformt water

, despite a slight decrease in water–ice skin frictionskint air

stress . As described in Eqs. (11)–(13), worksskin skint twater air

to accelerate the ice floe, while and decelerateform skint twater water

the floe. The increase in reflects the thickness Dformt water

dependence in Eq. (13). Increased D corresponds to re-
duced currents with increasing depth, which gives the
reduction in .skint water

Estimates of the floe velocity u components as a func-
tion of ice floe diameter are presented in Fig. 4b. This
shows that as ice floes grow in diameter, the drift speed
increases. This reflects a reduction in with in-formt water

creasing floe diameter L, as shown by Eq. (13). The
reduction more than balances increases inform skint twater water

due to increased zu 2 Uez, where the water velocity Ue

is the current at the ocean grid point which lies just
below the ice draft, 2D.

A composite representation of Figs. 4a–b is given
in Fig. 4c, for both wave and no-wave conditions. Here,
we simultaneously increase floe diameter and decrease
floe draft, keeping the ice floe mass constant. As draft
increases and diameter decreases, floe velocity de-
creases, as in Figs. 4a–b. Analogous results are ob-
tained when waves are absent, although velocity mag-
nitudes are reduced by ;¼, as shown. Figure 4d gives
the ice floe stresses and floe speed for ice thickness
0.2, 1, and 5 m as a function of floe diameter. For a
given floe diameter, as ice draft increases, in-formt water

creases, decreases, and ice speed decreases, as inskint water

Fig. 4a. For a given floe thickness, as floe diameter
increases, decreases, increases, and iceform skint twater water

speed increases, as in Fig. 4b.
Figure 5a relates mean floe velocity to floe diameter

for floes 2 m thick with diameters up to 1000 m. Floe
speed can vary from ;2.0% of the wind speed for small

diameter floes to ;2.5% of the wind speed for large
diameter floes. These results are qualitatively consis-
tent with Steele et al. (1989), showing a 25% speed
up for large floes. Corresponding estimates for ice floe
stresses are given in Fig. 5b as a function of floe di-
ameter. Whereas water–ice skin friction increasesskint water

with increasing floe diameter, water–ice form drag
decreases. Steele et al. (1989) assume similarformt water

values for , , and and report slightly highers s fC C Cai wi wi

floe speeds. Waves are not explicitly present in their
ocean model and associated ice motion equation.

Because the principal stress accelerating ice floes is
, which has a quadratic dependence on U10, as shownskint air

in Eq. (11), we expect that the fractional floe velocity,
expressed as u/U10, should have an almost linear de-
pendence on U10. This dependence is presented in Fig.
5c, as estimated from the model. Mean floe speed varies
from ;2.3% of U10, when U10 5 10 m s21, to ;4% of
U10 when U10 5 18 m s21.

Overall model estimates for ice floe velocity as a
function of ice draft and diameter are given in Fig. 6a.
For a given ice floe diameter, increasing floe draft cor-
responds to decreasing floe velocity, as also seen in
Fig. 4a. For thin floes (,2 m) floe velocity increases
slightly with increasing ice diameter, as in Fig. 4b.
Thick floes ($2 m) experience decreasing floe velocity
with increasing floe diameter for small diameter floes
(,15 m) and increasing velocity with increasing di-
ameter thereafter. Ice floe velocity contours in the no-
wave case are similar to contours in the waves case,
although 20%–30% smaller in magnitude.

Ice floe stresses and ice floe velocity are given in
Fig. 6b, for 50% ice concentration cover and ice drafts
0.2 and 2 m, as a function of floe diameter. For a given
floe diameter, as draft increases, increases,formt water

decreases, and ice speed decreases, as in Figs. 4askint water

and 6a. For a given floe thickness, as floe diameter
increases, decreases, increases, and iceform skint twater water

speed increases, as in Figs. 4b and 6a. The decrease
in due to wake effects for small thick floes is alsoformt water

evident. This accounts for the increase in floe velocity
with decreasing floe diameter, for thick floes in Fig.
6a.

The variation of floe speed with ice cover concen-
tration and floe diameter is given in Fig. 6c. For mod-
erate (20–60 m) floes, ice speed varies slowly with
concentration, whereas for small floes, (;5 m), ice
speed increases rapidly with concentration. When con-
centration is low (,50%), floe speed largely increases
with increasing floe diameter. When concentration is
high (.50%), floe speed decreases with increasing floe
diameter; when floe diameter is small (,20 m), the
speed increases with increasing floe diameter. This is
due to the wake effect as in Fig. 6a. Floe speeds in the
waves case are similar to the no-waves case, although
smaller in magnitude, as in Fig. 6a.

The variation of ice floe stresses with concentration
is given in Fig. 6d. For very small (;5 m) diameter
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FIG. 3a. Development in time (0 to 50 pendulum hours) of the components of Eulerian velocity Ue, as a
function of depth from the ocean surface to a depth 50 m, for (400, 400) in Fig. 2. The ice floe velocity u is
indicated. The ice floe thickness is 1 m, diameter is 10 m, and wind speed U10 is 10 m s21. At the beginning
of the simulation, we set U 5 V 5 0. The first symbol v, V, *, #, n, and , indicates 5 h, the second indicates
10 h. Both wave and no-wave conditions are presented.

floes, floe speed increases with concentration, whereas
for larger (;30 m) floes, floe speed is approximately
invariant with respect to concentration, as in Fig. 6c.
For ;5 m floes, as concentration decreases, de-skint water

creases. In this situation, while increases,wave formt trad water

increases more rapidly and floe speed decreases, cor-
responding to the wake effect in Fig. 6c. The increase
in follows the formulation in Eq. (18). Althoughwavet rad

works to accelerate the ice floe, it is more thanwavet rad

balanced by and the rapid increase in . Forskin formt twater water

; 30 m floes, as concentration decreases, remainsskint water

almost constant, whereas and slowly in-wave formt trad water

crease. Resultant floe speed is almost constant.

4. LIMEX 1987—The ice edge

a. Overview of the experiment

The Labrador Ice Margin Experiment occurred dur-
ing 12–19 March 1987. It was part of a comprehensive
modeling and field effort by researchers from Canada,
the United States, and Europe, and it coincided with
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FIG. 3b. As in Fig. 3a comparing accumulated displacements for ice floes in the wave and no-wave cases, at
time t 5 0, 20, 40, · · · , 100 h, with U10 (i) constant 10 m s21, (ii) alternating between 5 and 15 m s21, and (iii)
increasing gradually from 6 to 15 m s21.

an international wave experiment known as the Lab-
rador Extreme Wave Experiment (LEWEX). An over-
view of LEWEX is given by Beal (1991). Our interest
in LIMEX/LEWEX is in the observations of the ice
edge and wave parameters. Wind fields for the exper-
iment were the result of a careful kinematic analysis,
Cardone (1991). Figure 7a shows the wind fields on
14 March near the peak of the main storm event, which

occurred at the beginning of LIMEX. Wave spectra
were measured by two directional wave buoys, mon-
itored by the Canadian Vessel (CFAV) Quest and the
Dutch Vessel (HNLMS) Tydeman. The positions of
these sites are denoted Q and T in Fig. 7a. Modeled
and observed wind speed and direction at the Tydeman
during 9–19 March are given in Figs. 7b–c. The agree-
ment is reasonably good, but not perfect. Although



1984 VOLUME 27J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y

FIG. 4. (a: top) Ice floe velocity components presented as a function of time and ice thickness, as in Fig.
3a. The simulation period is 15 h. The ice floes are 0.2, 0.4, and 0.8 m thick and 1 m in diameter. (b: bottom)
Ice floe velocity components, as in (a), but for floe diameters 1, 10, and 500 m and floe thickness 0.2 m.

winds in excess of 15 m s21 did occur on 14 March,
much of the experiment involved winds that were #10
m s21, particularly during 16–19 March.

At any time during LIMEX, the MIZ was a myriad
of distributions, concentrations, thicknesses, and ice
floe length scales. Actual values for air–ice and water–
ice skin friction stresses, and , water–ice formskin skint tair water

stress , and wave radiation stress are alsoform wavet twater rad

highly variable. A detailed modeling of all ice floes
with their internal interactions and external coupling
mechanisms to winds, currents, and waves goes beyond
this paper. Our primary intent is merely to model the

ice edge using the drift model in hypothetical and real
ocean situations.

b. Model estimates for the ice edge

A definition of the ice edge is somewhat difficult. Ice
cover within the MIZ varies widely. Often a distinct ice
edge, separating the ice field from open water, does not
exist. Following the usual approach, we therefore define
the ice edge to be the 10% ice cover contour within the
MIZ. Figure 8 presents this ice edge, as observed on
11, 15, and 18 March. During this period, the main ice



SEPTEMBER 1997 1985P E R R I E A N D H U

FIG. 4 (Continued). (c) Ice floe velocity components, as in (a) but for variations in both floe diameter and
floe draft, keeping the ice floe mass constant, assuming waves (upper panel) and no waves (lower panel).
Ice floe drafts and diameters of (5, 6.325), (3, 8.165), (2, 10.000), (1, 14.142), and (0.5, 20.000) m are
denoted V, v, M, ,, and n, respectively.

movement is the migration of the ice edge westward.
The westward movement is as much as 150 km in the
southern part of the ice field. In the northern portion of
the ice field, the ice edge sometimes moves eastward.

In estimating the position of the ice edge, we assume
that the movement of the 10% ice cover contour matches
the movement of individual ice floes. This is an ap-
proximation. Convergence/divergence of the ice field
may alter the percentage ice cover contours, and there-
fore the 10% contour may not correspond to the trajec-
tory of specific ice floes. However, in practical terms,
this is all the data we have from ice charts during LEW-

EX/LIMEX. There were no large-scale observations for
ice floe trajectories. Therefore, we assume that 10%
contour approximates the trajectories of ice floes ini-
tially on the 10% line. A plausible argument for this
assumption is found in Fig. 6c, showing that for ice
floes with moderate diameter (20–60 m), which com-
monly occur at the MIZ edge, floe speed is approxi-
mately independent of ice cover concentration. Regard-
ing ice floe trajectories, this implies that (i) given floes
initially (t 5 0) on the 10% contour, (ii) although these
floes may become part of other ice cover contours, for
example 20% or 30%, as time passes, (t . 0), and as
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FIG. 4 (Continued). (d) Ice floe stresses and ice floe velocity for 10% ice cover
concentration, ice drafts of 0.2, 1, and 5 m, as a function of ice floe diameter.

convergence/divergence occurs, (iii) these specific floes
will largely remain at the edge of the ice floe field, and
(iv) therefore these specific floes will remain part of, or
in close proximity to, the 10% contour.

We neglect the geostrophic velocity Ug compared to
the absolute ice floe velocity u9 in Eq. (10). Thus we
approximate the absolute ice floe velocity u9 by the

relative ice floe velocity u [ u9 2 Ug. The plausibility
for this approximation is given by Greenberg and Petrie
(1988). They showed that the maximum barotropic cir-
culation over the Newfoundland Shelf is ;0.06 m s21.
Although they estimated a somewhat higher maximum
(;0.2 m s21) barotropic current over the Newfoundland
slope, the ice edge contours of Fig. 8 are within the
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FIG. 5a. Mean ice floe speed as a function of floe diameter. These
are estimated for young waves (wave age 0.77 , Cp/U10 , 0.97).
Wind speed U10 is 10 m s21. The scale is log10–log10. This shows that
larger floes move faster. Concentration is 50% and floe draft is 2 m.

FIG. 5c. The ratio of mean ice floe speed to wind speed u/U10 as
a function of U10 for young waves. Concentration is 50%, floe di-
ameter and draft are 10 and 2 m.

FIG. 5b. Ice floe stresses and ice floe velocity for 50% concentration and 2-m ice draft for floe diame-
ters from 5 to 1000 m.

Newfoundland slope region. For the drift model, we
have shown in Fig. 5c that the mean relative floe speed
u varies from ;2.3% of U10, when U10 5 10 m s21, to
;4% of U10 when U10 5 18 m s21. Thus, for the peak
of the storm in Figs. 7a–b, when the modeled wind
briefly reached 20 m s21 at gridpoint positions other
than the Tydeman or Quest, the wind-forced surface
current is at least ;0.8 m s21. This is much larger than
the corresponding geostrophic current Ug. A related
study is in preparation and will consider the contribution
of the geostrophic current.

Figures 9a–b present the ice edge position on 15 and

18 March as estimated from the drift model. The ob-
served ice edge is included for comparison. Model es-
timates were achieved by using bilinear interpolation to
trace the trajectories of ice floes forming the initial ice
edge elements. A warm start was used in the simulation,
starting the wave component of the model on 9 March.
By 11 March, the model sea state approximated the
observed wave spectrum. The observed ice edge for 11
March was taken as the initial model ice edge for the
ice edge forecasts for 15 and 18 March.

Ice thickness was assumed to be uniformly 0.8 m
thick throughout the region inside the ice edge in Fig.
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FIG. 6. (a: top) Ice floe speed (m s21) for 50% concentration and wind speed 10 m s21 as a function of ice floe draft and diameter. Both
wave and no-wave cases are presented. (b: bottom) Ice floe stresses and ice floe velocity for 50% concentration and ice drafts 0.2 and 2 m,
as in (a) but for floe diameters from 5-m to 55-m.
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FIG. 6. (Continued). (c: top) Ice floe speed (m s21) for ice draft 2 m and wind speed 10 m s21 as a function of concentration and diameter,
as in (a). (d: bottom) Ice floe stresses and velocity for floe drafts 2 m and diameters 5 and 30 m, as in (c), as a function of concentration.
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FIG. 7. (a: top) The wind field at 0000 UTC 14 March during
the peak of the main LIMEX storm. Positions for directional wave
buoy measurements at the Quest, (508N, 47.58W) and the Tyde-
man, (508N, 458W) are shown. (b: left) The time series of wind
speed and wind direction during 9–19 March at the Tydeman
where modeled winds are denoted (–·–·–) and observed winds
(- - -). Wind direction is oriented clockwise from south: 908 cor-
responds to west and 1808 to north.
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FIG. 8. The ice edge, as observed on 11, 15, and 18 March taken as the 10% ice cover concentration contour within
the MIZ.

8. This is a practical approximation, because although
first-year MIX ice is about 0.3–0.7 m thick, much of
the interior ice field is about 0.7–1.20 m thick. More-
over, detailed ice thickness measurements are not avail-
able (S. J. Prinsenberg 1996, personal communication).
The error in ice thickness contours from ice charts for
the Grand Banks is on the scale of 100 km or greater.
Ice floe diameters were assumed to be 20 m. Assumed
values for the water–ice form drag coefficient , thefCwi

water–ice skin friction drag coefficient , and the air–sCwi

ice skin friction drag coefficient are 1.0, 0.03, andsCai

0.002, respectively.
In estimating the position of the ice edge in Figs. 9a–

b, we assume that while waves do travel into the ice
field, the transmission of energy does not occur through
the ice field, within either the wave or current fields.
This is justifiable because, in almost all observations of
large-scale ice floe fields on the Grand Banks of New-
foundland, the extent of the ice field is large enough

that essentially no energy is transmitted from distant
storms on the other side of the ice field. Part I of this
study showed that swell energy would be dissipated by
the time it reached the far edge of the ice sheet, except
possibly very low frequency swell propagating from the
southwest to northeast over the Grand Banks in the
southern part of the ice field. Therefore, waves and
wave-induced currents are assumed present at the ice
edge only if the winds have a component that is on ice.

The agreement between the observed and modeled
ice edge is relatively good on 15 March. This is hardly
surprising because the highest wind speeds occurred
during this period. Maximum winds reached 16.9 m s21

on 13 March at the Tydeman and as much as 20 m s21

at neighboring grid points. Thus, the winds were strong
enough so that the wave model was able to reliably
estimate the wave spectra. In contrast, the distinctive
characteristic of 16–18 March is low wind speed. A
minimum wind speed of 4.9 m s21 was estimated on 16
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FIG. 9. Comparison of modeled and observed ice edges, assuming the ice floe thickness is 0.8 m, the air–ice skin friction drag coefficient
is 0.002, and the water–ice skin friction drag coefficient is 0.03, respectively, (a) on 15 March and (b) on 18 March.s sC Cai wi

March at the Tydeman and as low as ;2 m s21 at neigh-
boring grid points. Figure 9b shows that resultant drift
model estimates for the ice edge are also poor compared
to observations. There are at least two possible expla-
nations for this result.

1) Low wind fields generate low energy wave fields,
which were poorly modeled by all LEWEX wave
models in relation to measured wave spectra (Beal
1991).

2) Low wave fields, even if they could be modeled
accurately, are less important compared to competing
factors neglected by the drift model, for example,
geostrophic currents.

To quantify the accuracy of the modeled ice edge, we
define error e in Figs. 9a–b as the difference between
modeled and observed ice field areas, normalized by the
observed ice field area, expressed as a percentage. Thus,
summing over all subareas enclosed by modeled and
observed ice edge contours z 2 z,observed modeledc ci i

N

observed modeledzc 2 c zO i i
i51e 5 3 100 (19)

total observed ice field

the modeled ice edge has an error e of 27.4% on 15
March in Fig. 9a and 44.2% on 18 March in Fig. 9b.
Corresponding ice edge estimates in the no-wave case
result in similar errors of 26.5% and 43.0% for 15 and
18 March, respectively. To explore model sensitivity,
assuming ice floe thickness of 1 m and water–ice and
air–ice skin friction drag coefficients, and , ofs sC Cwi ai

0.02 and 0.003, the resultant errors are 29.4% and 45.2%
for 15 and 18 March, respectively. Reducing the as-

sumed ice floe thickness to 0.5 m results in errors of
33.0% and 48.4% for 15 and 18 March, respectively.

c. LIMEX—The wave field

Part I was concerned with wave attenuation due to
ice floes, which were assumed not to drift. It was found
that wave attenuation is mostly determined by ice cover
concentration, wave frequency f, floe diameter, and
wave age. Floe thickness, wind speed, wave energy E(f,
q), and MIZ floe position were found to be less im-
portant. In section 3 of this paper, we related ice floe
drift to floe thickness, diameter, and ice cover concen-
tration and showed the effect of waves. Sections 4a and
4b used the drift model to estimate the ice edge, ne-
glecting the scattering–attenuation of waves by MIZ ice.
However, ice drift and wave scattering–attenuation due
to ice are different aspects of the same problem and
should be considered together. In this section, we con-
sider the drift of ice floes and the scattering–attenuation
of waves, in a coupled scattering–drift model.

Implementing the scattering model of Part I into the
wave component of the drift model, we estimate (i) the
effect of MIZ wave scattering–attenuation on the ice
edge, and (ii) the effect of ice floe drift on the wave
spectra. Figure 10 presents the ice edge on 15 March
as estimated from the combined scattering–drift model,
assuming the same ice conditions and drag coefficients
as used in Fig. 9a. However, in contrast to Figs. 9a–b
we allow the scattering–attenuation component of the
model to handle energy transmission through the ice
field. We do not assume that transmission of energy does
not occur through the ice field. The agreement between
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FIG. 10. Estimates for the ice edge on 15 March from the combined
scattering–drift model, assuming the same ice floe parameters and
drag coefficients and as in Figs. 9a–b.s sC Cwi ai

FIG. 11. Time series of significant wave heights Hs at the Tydeman
as measured by a directional buoy, in comparison with model esti-
mates assuming ice floe diameters 10 m, thicknesses 1 m, and 0%
and 20% ice cover. The rms deviation, , isN 2S (H 2 H )Ï j51 s sobserved modelled

503 assuming 0% ice cover, and 401 assuming 20% ice cover, as
computed at 3-hourly intervals from 0300 UTC 13 March to 0000
UTC 16 March.

modeled and observed ice edges is comparable to that
achieved in Fig. 9a, where no scattering mode was pres-
ent in the model. The error between modeled and ob-
served ice edges is 27.8% for 15 March in Fig. 10. For
18 March the error is 44.7%.

Figure 11 presents time series for measured signifi-
cant wave heights Hs at the Tydeman, as given by Ger-
ling (1991), in comparison with the scattering–drift
model. The comparison is for the high wind period of
0300 UTC 13 March to 0000 UTC 16 March. We as-
sume ice floe thickness 1 m, diameter 10 m, and ice
cover concentrations fi, at 0% and 20%. Most of the
dissipative effects (the reduction in wave heights) are
achieved assuming fi 5 20% and floe diameter 10 m,
implemented on the large spatial scales covering the ice
field. Further tests assuming 40%, . . . or higher con-
centrations, or floe diameters of 20 m, give similar re-
sults. Thus, assuming the presence of ice gives better
agreement between modeled and observed Hs than as-
suming no ice. Moreover, neglecting the ice edge, a
common feature of all LEWEX wave models, gives an
overprediction of Hs during 13–15 March, although Beal
(1991) suggests that this may also result from wind field
errors near the peak of the storm.

The difference between the presence and absence of
ice in wave spectra estimates is best shown at 0000 UTC
16 March. At this time, the wind speed is diminishing
rapidly. The wind direction is from the south and slowly
changing. The observed two-dimensional wave spec-
trum, as given in Fig. 12a from Gerling (1991), consists
of a single peak at ;1358, with no swell. Model esti-
mates for the wave spectrum are given in Fig. 12b,
assuming 0% and 20% ice cover. In the ice case, the

scattering–drift model suggests a single peak for the
wave spectra, which at ;1658 approximates the ob-
served direction and peak magnitude of the wave spec-
tral. In the no ice case, the scattering–drift model gives
a peak wave direction also at ;1658, although the es-
timated wave peak magnitude is slightly too high. More-
over, the no-ice case exhibits an intense swell at ;3158,
which is not observed. A similar swell energy is reported
by Gerling (1991) in results obtained by the WAM wave
model (Hasselmann et al. 1988), which also neglected
ice.

Assuming ice is present gives wave spectra that more
closely compare with observed spectra than when ice
is assumed absent. However, this test is not a complete
verification of the details of the model. Neglecting the
scattering component of the model, and assuming no
transmission of energy through the ice field, gives al-
most the same wave spectrum as the left panel of Fig.
12b. A test to verify details of the scattering component
from the model would require high quality observations
from a position much closer to MIZ floes than the Quest
or Tydeman.

5. Conclusions

Steele et al. (1989) made important progress in trying
to understand the balance of forces that impact on the
motion of ice floes. Their formulations for air–ice and
water–ice skin friction stress, and , water–iceskin skint tair water

form stress , and wave radiation pressure al-form wavet twater rad

lowed estimation of ice floe speed as a function of a
variety of parameters, such as floe thickness, diameter,
and ice cover concentration. However, their approach
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FIG. 12. The two-dimensional wave spectrum (a 5 top) at 0000 UTC 16 March as measured by the directional WAVESCAN buoy moored
at the Tydeman and (b 5 bottom) corresponding model estimates. Ice floes are assumed to have 1-m thickness and 10-m diameter and ice
cover is assumed (i) 0% and (ii) 20%.

cannot perform modeling of the ice edge with detailed
consideration of wave-induced surface currents and
wave scattering by ice floes. Using an operational spec-
tral wave model with wave-induced currents following
Jenkins (1987a,b), we have considered wind, wave, and
current drag forces. Thus, we have inferred MIZ ice floe
trajectories, as well as wave spectra in neighboring open
ocean water.

We have shown that the presence of waves gives an
enhancement to floe velocities and displacements, com-
pared with assuming no waves. The difference is ;25%
for either a constant or a time-varying wind field. The
latter exhibits an enhanced floe speed partly because the
drag coefficient for young waves may be as much as 3
times the drag coefficient for old waves (Smith et al.
1992). Moreover, waves confer a radiative wave pres-
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sure on the stress balance for each ice floe, whichwavet rad

can be important relative to air–ice skin stress ,skint air

water–ice skin stress , and water–ice form stressskint water

, especially for small thick ice floes in low con-formt water

centration situations.
We showed that ice floe geometry and wind speed

have impact on floe velocity. Thick floes move more
slowly than thin floes. This is due to the decrease in
surface currents with increasing depth, which is asso-
ciated with an increase in , despite a reduction informt water

. For example, increasing the floe thickness fromskint water

0.2 to 0.8 m reduces the floe velocity by ;30%. More-
over, wide diameter floes move faster than small di-
ameter floes. As floe diameter increases, decreases,formt water

which more than balances increases in . Whereasskint water

floes 1 m in diameter move at ;2% of the wind speed,
floes 500 m in diameter move at ;2.5% of the wind
speed. Furthermore, floe speed also increases monoton-
ically with wind speed. We showed that floe speed varies
from ;2.3% of U10 when U10 5 10 m s21, to ;4% of
U10 when U10 5 18 m s21. This is influenced by the
variation of surface current with increasing wind speed.
Different assumptions about modeling the high-fre-
quency wave spectrum within the wave model alter the
surface current.

The wake effect suggested by Steele et al. (1989) for
small diameter, thick floes, in high concentration fi sit-
uations, is evident in model estimates. Given small thick
high-fi floes, then as fi increases, decreases,formt water

increases, and floe speed increases, despite de-skint water

creases in . Conversely, low-fi corresponds to highwavet rad

. Given small thick low-fi floes, then as fi increases,wavet rad

decreases rapidly, increases, and floe speedform skint twater water

also increases, despite decreasing . Moreover, forwavet rad

moderate floes (;20–60 m), is almost invariantskint water

with respect to fi. Therefore, as and approx-form wavet twater rad

imately vary at the same rate, floe speed is largely fi-
independent.

Estimates were made for ice edge evolution in re-
sponse to forcing by winds, waves, and currents, mod-
eling the MIZ ice edge as a collection of ice floes. It
was demonstated that scattering–drift model estimates
of ice edge evolution are largely comparable to LIMEX
ice edge observations in high wind situations. During
low LIMEX wind situations, wave estimates and ice
edge predictions were poor. Moreover, during high wind
situations, estimates for the two-dimensional wave spec-
tra are more consistent with observed wave spectra
when ice is assumed present than when it is neglected.
Waves exert stress on the ice floes, which affectswavet rad

ice floe drift, which in turn cause scattering and atten-
uation of the waves, affecting the wave spectrum.

Unfortunately, LIMEX data was not able to provide
a discriminating test of estimated ice drift and the wave
spectra for the scattering–drift model, compared to
merely the drift model. During LIMEX, estimates for
wave spectra at the Tydeman from the scattering–drift
model were often identical to estimates from the drift

model. Estimates for ice edge evolution from the wave
and no-wave cases were similar. In spite of this, we note
that the physical mechanisms investigated were indeed
shown to be important in realistic hypothetical situa-
tions. That they did not show themselves important in
the rather low-wind conditions of the LIMEX dataset
does not imply they cannot be important in severe storm
situations. A discriminating test would require high-
quality field data, collected for storm conditions. Data
should be collected at positions close enough to MIZ
floes for scattering attenuation of waves to be important
in the observed wave spectra. Detailed observations of
the MIZ ice floes and wind fields should also be made.
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