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ABSTRACT

The interaction of the internal tide with wind-induced currentsin the shelf edge region off the west coast of Scotland
is studied using a baroclinic shelf edge model. The model is used in cross-shelf form with a horizonta finite-difference
grid of the order of 0.6 km and 50 sigma levels in the vertical to study the modification of the internd tide produced
by upwelling and downwelling winds. Horizontal mixing in the model is parameterized using either the Laplacian
form of the horizontal diffusion or the biharmonic form and the sengitivity of the solution to both forms is examined.

Coefficients for the vertica diffusion of momentum and density are determined using either an algebraic expression
involving the Richardson number or from a two-equation turbulence energy submodel.

Cdculations show that in the case of an upwelling-favorable wind the density gradient in the near-bed region is
increased leading to a dight modification (compared to the tide only solution) of the internal tide at the fundamental
frequency with significant increases in amplitude of the higher harmonics due to the increase in the nonlinear terms
produced by the increase in the density gradient. With a downwelling-favorable wind the amplitude of the current
and internal displacement of the internal tide at the fundamental frequency are significantly reduced due to the change
in the density field in the region of internal tidal production. This also leads to a reduction in the amplitude of the
higher tidal harmonics.

By using afine grid in the horizonta, the coefficients in the horizontal diffusion terms were set at a minimum and
no significant difference in solutions computed with the Laplacian or biharmonic diffusion terms was found. Similarly
there are no differences in the major features of the flow field computed with the various parameterizations of the
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vertica diffusion, athough there are some differences in the magnitude of the diffusion coefficients.

1. Introduction

Although significant progress has been made in iden-
tifying the mechanisms influencing the production and
propagation of interna tides in shelf edge regions (Craig
1987; Baines 1982; Sherwin 1988, 1991), little has been
done to examine the influence of other effects such as
wind events upon them.

It is well known that in shallow water the nonlinear
coupling between tidal and wind-driven flows during ma-
jor storm events modifies surge elevations (tide—surge in-
teraction) (Proctor and Wolf 1990). Also, in arecent series
of papers (Davies and Lawrence 1994, 1995; Signdl et al.
1990), it has been shown that enhanced turbulence due to
wind-driven flows, and in shallow water the wind wave
orbital velocity at the seabed can modify both the tidal
elevations and currents.

In the shelf edge region off the west coast of Scotland
where the stratification intersects the slope and the bar-
otropic tide has a significant amplitude (Xing and Da-
vies 1996a; Proctor and Davies 1996), a large internal
tide can be generated (Sherwin 1988, 1991; Sherwin
and Taylor 1989, 1990). In general, the majority of mod-
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els that have been used to study the internal tide have
been semianalytical and dealt with the linear inviscid
solution (Baines 1982; Craig 1987; New and Pingree
1990; New 1988) and in many cases have been restricted
to idealized topography and density. However, recently
afull three-dimensional model that can take account of
realistic bottom topography and density has been used
by Holloway (1996) to study the internal tide. Also
Sherwin and Taylor (1990) used the finite-difference
model of Chuang and Wang (1981) to examine the role
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Fic. 1. Cross-section variation of (a) water depths (m) and (b) bar-
otropic M, tidal current.
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FiG. 2. Profiles of temperature T(°C) and Brunt-Vaisala frequency N2 X 107 (s™%) for winter.

of density and topography upon internal tides. Although
this model can accommodate an arbitrary cross-sec-
tional variation in density and topography, it isrestricted
to the linear equations. Also, time dependency was re-
moved by considering a single harmonic, and vertical
eddy viscosity was neglected although some linear
damping was included.

In this paper we use a three-dimensional nonlinear bar-
oclinic primitive equation model to examine how the in-
ternal tide at the shelf edge off the west coast of Scotland
is modified by upwelling- and downwelling-favorable

TaBLE 1. Summary of tidal and wind stress forcing and
parameterization of subgrid-scale turbulence used in the model.

winds. The model uses a number of methods to para-
meterize the internal mixing, from a simple Richardson
number—dependency (Munk and Anderson 1948) up to
the application of a two-prognostic-equation turbulence
energy model (Blumberg and Mellor 1987). By thismeans,
the sensitivity of the mixing to the parameterization of
subgrid-scale processes is examined. Also, since the in-
ternal tides are particularly sengitive to the gradient of the
density field, then besides the influence of the parameter-
ization of turbulence upon mixing processes, it will have
a significant influence upon the internd tide in the shelf
edge region. This effect will probably be larger at the shelf
edge than in a shallow water region.

The hydrodynamic equations and turbulence models are
presented in the next section, with subsequent sections
dealing with the results of the numerical calculations and

Subgrid )
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Fic. 3. Contours of (a) the residual current and the amplitude of
the u component of current (cm s%) and internal displacement (m)
at the top of the shelf slope. For (b) the M, frequency, (c) the M,
frequency, and (d) the M, frequency.
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with density computed from temperature using
p = pll — T = To)]. (6)

In these equations, V = (u, v) and (u, v, w) are the
velocity components corresponding to the (x, vy, o)
coordinates; p is the density; T is the temperature; «
is the thermal expansion coefficient: T, and p, are the
reference temperature and density respectively; H is
the total water depth; ¢ is the elevation of the sea

109 oHT
H—zgr(Kh¥> + HF, (4)
= —pgH, ®)

surface above the undisturbed level; z is the water
depth increasing vertically upward with z = { thefree
surface and z = —h the seabed; f is the Coriolis pa-
rameter; g is the gravitational acceleration; t istime;
K., and K, are vertical eddy viscosity and diffusivity
coefficents; F,, F,, and F; are horizontal diffusions
for the momentum and temperature; P is the pressure
field. In these equations the baroclinic pressure force
terms (BPF,, BPF)) are given by
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Fic. 3. (Continued)
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where P, is a reference baroclinic pressure or the initial
baroclinic pressure field. The first terms on the right-hand
side of Egs. (7) and (8) are the pressure forces calculated
in z coordinate, and thus only deviations of the pressure
forces are calculated in the o coordinate. In thisway errors
due to the coordinate transformation can be reduced. The
horizontal diffusion terms F,, F,, and F; in Egs. (1), (2),
and (4) are parameterized in terms of either a Laplacian
or a biharmonic horizontal viscous term (Heathershaw et
a. 1994).

These equations involve use of the hydrostatic assump-
tion, which is commonly used (e.g., Baines 1982; Craig
1987; New 1988; Sherwin 1988; Holloway 1996) in study-

ing internal tides at the shelf edge, although recently Lamb
(1994) used a nonhydrostatic model. For the calculations
considered here, which are primarily concerned with the
influence of wind effects upon internal tides, this as-
sumption is valid.

A time-splitting method is used to integrate the hy-
drodynamic equations in order to reduce the computa-
tional time. This is accomplished by writing u and v as

u=uU+ u, v=V+ 1,

where U and V are the depth-mean horizontal velocity
(external mode) and U’ and v' are the depth-dependent
horizontal velocity (internal mode). Since the externa
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FiG. 4. Contours of the time averaged over an M, period of (a)
log,, of vertical eddy viscosity (m? s%) and (b) log,, of turbulence
energy (m? s2).

mode represents the fast-moving gravity waves, a small
time step is required for the time integration of the free
surface wave, which involves U and V in order to satisfy
the CFL condition. The internal mode, however, represents
slow-moving waves and hence much larger time steps can
be used. To avoid errors in the mass conservation due to
use of the time-splitting method, the sea surface elevation
is recomputed before the internal mode equations are in-
tegrated by using the depth-mean velocity of thetimemean
in the smaller time step. The vertical velocity w, therefore,
is calculated from
Hw

oHu'  oHv
+ 2 = 0. 9)
X ay o

The time-splitting approach is a numerical method of
reducing computer time and does not depend upon any
assumption concerning the mechanisms, namely interna
viscous effects, or baroclinic forcing that produce changes
in current through the vertical. The role of viscosity and
internal pressure gradientsin determining tidal current pro-
files is discussed later.

Discretization in the horizontal is accomplished using
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a staggered Arakawa-C finite-difference grid. In the ver-
tical astandard finite-difference grid on asigmacoordinate
is applied. The vertical diffusion terms, computed using
a range of turbulence energy models, are computed by a
fully implicit scheme. Details of the numerica method
have been presented elsewhere (Davies and Jones 1990,
1991; Xing and Davies 1996a,b,c; Davies and Xing 1995)
and will not be repested here.

b. Formulation of vertical viscosity and diffusivity

The determination of the vertical eddy viscosity and
diffusivity in the model is either in terms of turbulence
energy and mixing length, both of which are computed
from a turbulence energy model (see below), or as an
agebraic expression in which they are related to the Rich-
ardson number (see later discussion)

1) TURBULENCE ENERGY MODEL

A well-established turbulence energy model (Blumberg
and Méellor 1987) that has been widely used in ocean
modeling (Oey and Chen 1992ab) involves prognositic
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equations for the turbulence energy and mixing length
[known as the ™Al model, where @2 = 2E, with E tur-
bulence kinetic energy (TKE), and | the mixing length],
in sigma coordinates is given by

2H Hg? K 2 1 29K 202H
aq—+V(Hq2V)+m:2_m a_u + a_‘U +La_p_q—
ot do H [\do do p do B,
19 ag2H
—— |—— | + HF
H2 90 Sid do q
and

2|H Hg?l IE,K 2 2 1B gK 3
aq—_FV(quV)_Faqiw:#n a_u + a_v +$a_p_q_
at do H do do po do B

ag?l

— | + HF,.
Jo

10
+ —— |
H oo Sid

(10)

(11)
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In these equations, Wisawall proximity function, which

is defined by
| 2
= + _
w=1 E2<KL> ,
with L given by

Lr*=¢-2*+H+)

and k = 0.4 is von Karman's constant.
The eddy viscosity and eddy diffusivity are computed
from

(12)

(13)

Km = |QSW Kh = |QS4 (14)
with §, and S, the stability functions, the form of which
are given by Galperin et al. (1988, 1989) and will not
be repeated here.

In these equations, the coefficients are given by A,
=092, A, =0.74,B,=101,C, =008, §5,=0.2,B,
= 16.6, and E, = 1.33. Following Galperin et a. (1989),
alimiting condition is applied to the length scale of the
form,

(15)

where k; is a constant determined from laboratory and
observational data and N? the buoyancy frequency. The
importance of limiting the mixing length using Eqg. (15)
and its influence upon the solutions is discussed in Gas-
par et al. (1990) and Luyten (1996).

The ¢>—qA turbulence energy model is not the only
turbulence model available in the literature (Johns and
Oguz 1987), and the k—e model has been used in tidal
simulations (Baumert and Radach 1992). Also a com-
parison of the various models is presented in Luyten et
a. (1996). Some problems with the k—e model were
found by Davies and Gerritsen (1994) in studying tides
in the lrish Sea, whereas Xing and Davies (1996b,c)
found that when using the g?>—g?l model thetidal currents
could be accurately determined in the region. For this
reason the g>—g?l model is used here in preference to
the k—e model.

2) ALGEBRAIC EDDY VISCOSITY AND DIFFUSIVITY

In addition to the turbulence model, calculationswere
performed using a simple Richardson-number-depen-
dent eddy viscosity and eddy diffusivity formulation.
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Following Munk and Anderson (1948), the eddy vis-
cosity and eddy diffusivity take the form

Km = Arlwl + Brl
Ky = A, + By,

(16)
(17)
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where ¢, and i, are the Richardson number—dependent
stability functions

g, = (1 + 10Ri)-22 (18)
¥, = (1 + 3.3Ri)-*. (19)

In these equations, A,,, B,,, A,,, and B,, are constants;
Ri is the Richardson number defined by

gHap
PO

(G2 - 2))

¢. Boundary conditions

Ri = —

(20)

At the sea surface there is no heat flux, although in
the case of wind-driven flow there are wind stresses 7,
7,, thus the boundary condition for temperature and ve-
locity at the sea surface takes the form

aT _ K., ov

= —p——=r1,
do P Y

H do (21)

01 - _m_: el
pH o 7
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At the seabed, a quadratic bottom friction condition
is applied of the form

au
Kn— = Cuu,H(UZ + v3)*2,
do

Jv

Ko— = Cau H(UZ + v2)*?, (22a)
Jo
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with C, the coefficient of the bottom friction and u,, u,
the bottom currents. For the temperature equation there
is no flux through the seabed; thus

aT

Jdo

0. (22b)

For the g—g?l model, the sea surface boundary con-
dition states that there is no turbulence flux through the
sea surface in the absence of wind forcing and takes the
form

9E _ 0; (239)
Jdo

with wind forcing thereis a source of surfaceturbulence
given by
o = BP*Us (23b)

where U, is surface friction velocity and the length
scale at the sea surface is given by

l9? =z,

where z is the sea surface roughness length.
At the seabed, we use a boundary condition including

(23c)
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the balance of the turbulence production, dissipation,
and diffusion formulated by Xing and Davies (1996b);
thus

9E _ C,GE?H _ usH
BoK& BoKz,

Here, & is the lowest model level height, u, is the
friction velocity with B,, B,, and C, specified coeffi-
cients. A bottom boundary condition for ¢? is formed
in a similar way with the length scale specified as the
bottom roughness length at the seabed.

In the series of calculations described subsequently
the model was applied to a cross shelf x—z transect (Fig.
1), forced at its western open boundary with abarotropic
M, tide and closed at its eastern boundary corresponding
to the coast. A radiation damping type open boundary
condition (e.g., Martinsen and Engedahl 1987) was ap-
plied at the western boundary to allow waves to be
radiated from the region.

(24)

Jdo

d. Parameterization of horizontal diffusion

Calculations were performed using two difference
parameterizations of the horizontal diffusion terms,
namely the Laplacian form and the biharmonic form,
both of which were evaluated on sigma surfaces.

Considering theterm F, for illustrative purposes (with
F, and F; formulated in a similar way), then the La-
placian form is given by

9%u  92u
F, = A2 = AM(& " 5) )
with the biharmonic form given by
a%u a*u a*u
F,= —-ByW*u = —B,|— + 2 + — 26
v M M(ax4 ax20y? ay“) (26)

with A,, and B,,, coefficients for horizontal momentum
diffusion, taken as constant. Identical values were used
for the heat and turbulent energy diffusion coefficients

(A, and B,,).

e. Numerical solution

Since extensive details of the numerical solution have
been presented previously in the context of three-di-
mensional shallow sea models with density either uni-
form or specified diagnosticaly (i.e., excluding internal
tides) (Davies and Xing 1995; Xing and Davies
1996a,b,c), only a very brief indication will be given
here. A finite-difference grid of the order of 50 sigma
levelswas used in the vertical, with enhanced resolution
in the near surface and bed layers, in order to resolve
the higher vertical shear that occurs in these regions. A
staggered Arakawa C-grid was applied in the horizontal.
From a series of calculations using idealized topogra-
phy, in which numerical solutions are compared with

XING AND DAVIES

2109

the analytical solutions of Craig (1987), Xing and Da-
vies (1996d) found that an across-shelf grid resolution
of the order of 0.625 km was necessary in order to
accurately resolve the internal tide. Although no wind
effects were included in these calculations, which were
primarily concerned with numerical accuracy, and the
idealized topography used by Craig (1987) was em-
ployed, the conclusions of the paper concerning the need
to use a fine grid of the order of 0.625 km appear valid
here, and a grid of this resolution was employed in all
calculations. At the seabed a quadratic slip condition
was applied with a drag coefficient corresponding to a
bed roughness length z, = 0.005 m. The use of a slip
condition enables the hydrodynamic equations to be in-
tegrated using a time split approach (Xing and Davies
1996a), with the external mode being integrated using
a time step of 2.79 sec, and the internal modes with a
time step of 111.785 sec. (A 40 to 1 time split of the
internal to surface time step.) An implicit method was
used to discretize the vertical diffusion terms, with the
horizontal diffusion terms being computed explicitly.

A central differencing method was used for momen-
tum advection, although a total variation-diminishing
(TVD) (James 1996) scheme was found in a detailed
series of numerical calculations concerned with the ad-
vection of density over steep topography (Xing and Da-
vies 1996d) to be essential for the advection of tem-
perature and density.

3. Internal tide and wind calculations

In this series of calculations we examine theinfluence
of upwelling- and downwelling-favorable winds of
magnitude 0.2 N m~=2 upon the amplitude of interna
tidal currents and displacementsin the shelf sloperegion
off the west coast of Scotland at 57°N. This region is
chosen because it isthe area of a planned oceanographic
field experiment and previous numerical calculations
have been performed to examine the internal tide in this
region, using an extensive range of parameterizations
of subgrid-scale mixing (Xing and Davies 1996e), al-
though without the influence of wind events. To the
authors’ knowledge this is the first time the influence
of wind-driven flows upon the internal tide has been
examined. An idealized cross-section model is consid-
ered, consisting of a shelf of 90-km width, connected
to aphysically realistic shelf slope, with aconstant depth
ocean to the west (Fig. 1). The model is forced with an
M, barotropic tide at its western open boundary, which
istypical of the region (Xing and Davies 1996a), giving
a peak tidal current of 25 cm s ! at the shelf break
decreasing to a coastal value of zero (Fig. 1). The model
was integrated forward in time from an initial state in
which an observed (Ellett et al. 1986) typical winter
temperature profile (Fig. 2) was specified. This profile
is identical to that used by Davies and Xing (1996€).
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a. Calculations using the g?>—¢fl turbulence model
1) TIDAL CALCULATIONS

In an initial calculation (calculation 1, Table 1) the
model was integrated through time for 30 tidal cycles
with only the M, barotropic tidal forcing in order to
remove the effects of the initial elevation and current
conditions, and results were saved over an M, tidal pe-
riod for harmonic analysis. In this calculation the two-
equation g*>—g?l model was used to determinethevertical
mixing of momentum and density. Calculations were
performed using both the Laplacian and biharmonic
form of horizontal diffusion with A, = 5 m? s* and
By = 5 X 10° m* s~%, a comparable biharmonic value
(Heathershaw et al. 1994). With these values, the hor-
izontal diffusion term was small and there was no not-
icable difference in the computed results. For reasons
of computational economy and to be consistent with
earlier calculations the Laplacian form was used in all
subsequent calculations.

Since a detailed study of the internal tide, using a
range of subgrid-scale mixing formulations but without
wind effects, has been given in Xing and Davies
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(1996e), we will only present the aspects of the cal-
culation relevant to an understanding of how thetideis
modified by wind forcing.

Contours of the amplitude of the u component of the
internal tidal residua current and the current and inter-
nal displacement at the M, frequency and its higher
harmonics, namely, M, and M, are given in Figs. 3a—
d. The residua and the various tidal harmonics were
obtained by a harmonic analysis of the last of the 30
tidal cycles over which the model was integrated. The
tidal residual and higher harmonics are generated by the
nonlinear terms in the model, which move energy from
the forcing frequency into the other frequencies. (It is
important to note that the currents shown here are due
totheinternal tide only, with thetotal tidal current being
the sum of the depth-mean tidal current induced by the
barotropic tide and those shown here.)

The vertical variation of the tidal current shown here
is therefore due to both the internal baroclinic pressure
gradients, which act throughout the water column, and
internal viscous effects, in particular the bottom stress,
which isresponsible for reducing the current in the near-
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bed region. A detailed discussion of this effect is given
in Xing and Davies (1996d) and is not repeated here.

Although we will mainly be concerned with exam-
ining the coupling between the wind and the interna
tide in terms of the modification of the fundamental and
higher harmonics of the internal tide, in an analogous
manner to the shallow sea study of Daviesand Lawrence
(1994) in connection with the barotropic tide, there are
other approaches (New and Pingree 1990; Lamb 1994)
available for examining tidal calculations. These other
methods, which have been used in tide only calculations,
involved a decomposition using eigenfunctions of the
buoyancy frequency in the vertical. Such an approach
isvalid for the internal tide alone, where the buoyancy
frequency averaged over the tidal cycle remains un-
changed. However, aswewill show later with upwelling
and downwelling wind conditions, the density profilein
some regions can change significantly making such a
comparison of solutions with and without wind forcing
very difficult.

Contours of the residual tidal current (Fig. 3a) show
a region of near-surface positive tidal residual having

an amplitude of the order of 2 cm s* above the shelf
break, with stronger near-surface residual currentsinthe
opposite direction on the shelf. At the top of the shelf
slope is aregion of strong near-bed tidal residuals with
amagnitude of about 6 cm s~. Comparing Figs. 3awith
3b, it is evident that the region of strong near-bed tidal
residuals coincides with the region where the near-bed
M, tidal currents reach a maximum with similar cor-
relations at other locations.

Regions of intensified M, tidal current amplitude and
displacement (Fig. 3b) at the seabed along the slope and
sea surface, associated with positions where the internal
tide is generated in the near-bed region, and its subse-
guent propagation along internal ray paths (New 1988;
New and Pingree 1990; Sherwin 1988, 1991; Sherwin
and Taylor 1989, 1990) are clearly evident in both the
contours of current magnitude and internal displacement
(Fig. 3b). It is evident from these figures that the region
of maximum internal tide generation is located on the
shelf slope between 105 and 95 km offshore with the
internal tide propagating downslope and off the shelf
from this position, although some does propagate onto
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the shelf. (A detailed discussion of the mechanismsgen-
erating the internal tide is given in Xing and Davies
(1996d) and is not repeated here). Contours of the am-
plitude of the u component of the M, tide, and itsinternal
displacement are given in Fig. 3c. Comparing Figs. 3¢
with 3b it is apparent that the location of the regions of
strongest M, signal occur at the same positions as those
of the M, tide. This is to be expected since in these
regions the change in the tidal currents, and also the
internal displacement, isamaximum and hence the non-
linear term responsible for producing the M, tide is a
maximum. Since a significant contribution to the Mg
tidal current is through bottom frictional effects, this
component shows a maximum near-bed current (Fig.
3d) at the top of the shelf slope where the M,, bed cur-
rents are large, with an associated area of maximum
internal displacement (Fig. 3d). Changesin the location
and magnitude of these features due to wind effectswill
be considered in subsequent calculations.

Besides considering the spatial distribution of the in-
ternal tidal currents and displacements, it is valuable to
examine the distribution of vertical viscosity and tur-
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bulence energy at the top of the shelf to determine how
they change when wind effects are included. Contours
of the time mean (over an M, tidal cycle) of these quan-
tities derived from the tide-only calculation are given
in Fig. 4. The turbulent kinetic energy at the top of the
shelf break shows significant spatial variability in the
near-bed region corresponding to the locations of max-
imum amplitude in the near-bed tidal currents. Also ev-
ident areregions of intensified surface turbulence energy
corresponding to the areas of increased surface current.
Areas of increased eddy viscosity and diffusivity are
associated with these regions of intensified turbulence
energy.

To understand the spatia variability of the internal
tidal currents and displacements at the various frequen-
cies—namely, M,, M,, and M—the associated turbu-
lence energy, and changes produced by adding wind
forcing, it is useful to examine variations in the density
field (here given by o, contours where o, = p (kg m=3)
— 1000 and the associated streamfunction over a tidal
cycle (Fig. 5). (The conventional notation of the stream-
function used here is such that a continuous line is a
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positive value, a dashed line negative, and a dashed and
dotted line is zero. A region of clockwise circulation
occurs along contours enclosing a maximum, with an-
ticlockwise along contours enclosing a minimum). It is
not the intention here to give a detailed account of the
processes influencing the spatial and temperal changes
in the density field, as this is considered in detail in
Davies and Xing (1996d-f), but rather to present the
main features so that changes produced by adding wind
forcing to that of tidal origin can be separated from those
due to the tide alone.

Considering initially the distribution of density sur-
facesatt = (¥%,6)T (where T isthe M, tidal period), after
the model has been integrated for 30 tidal cycles, there
are some significant displacements of the density sur-
faces associated with large amplitude internal waves
along the shelf slope region between 400 and 900 m.
These large displacements are mainly confined to the
shelf break region, with only small variations appearing
120 km from the coast (Fig. 5). At the top of the shelf
break where bottom turbulence is large, enhanced mix-
ing occurs and downwelling of the o, = 28.10 surface
is evident and can be seen in the streamfunction con-
tours. Abovethissurfacein the near-surfacelayer (upper

100 m) where vertical stratification is strong, short
wavelength internal waves are generated by the nonlin-
ear processes in the model. [A detailed discussion of
this phenomenon is given in Xing and Davies (1996€,
f) and is not repeated here.]

Contours of the density surfaces and the associated
streamfunction at t = (F5)T, t = V)T, and t = (%) T
show an upwelling along the upper part of the shelf
slope, and associated with this the internal wavesin the
surface layer above the shelf break show increased
steepening. A recent numerical modeling study (Lamb
1994) also found short waves of the form shown here
above the shelf break, and observational evidence (Hol-
loway 1984, 1996; Heathershaw et al. 1987) exists to
support their occurrence. A detailed discussion of the
nonlinear mechanisms responsible for the generation of
these short period waves is given in Xing and Davies
(1996d) and is not discussed here. These nonlinear terms
areresponsiblefor generating the higher tidal harmonics
in the shelfbreak region.

The downwelling region at depth, evident (Fig. 5) at
t = (%) T (namely the distribution of the streamfunction
below 800 m), progresses farther up the shelf slope as
theinternal tidereversesand by t = (%,,) T, downwelling
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occurs along the shelf slope below 500 m, producing a
downward movement of the o, = 28.25 contour in the
layer just above the seabed, although the o, = 28.20
surface continues to upwell.

The influence of wind-induced upwelling and down-
welling upon these distributions will be considered in
the following sections. However, before examining this
it is necessary to consider the effects of downwelling
and upwelling wind conditions upon the currents and
density fields at the shelf break.

In these calculations we have chosen typical winter
stratification and mean wind stresses. However, the re-
sults are generally applicable and are relevant for sum-
mer stratification (which is stronger in the seasonal ther-
mocline), although winds are weaker. However, in the
case of strong stratification and strong winds—a sum-
mer wind event, the resulting coupling might be larger
than shown here. Also, in the calculations presented here
we assume a steady time-independent wind stress, which
would not occur in reality. However, aswe are primarily
concerned with a process study rather than acomparison
with detailed measurements, the assumption of a steady
wind stress is valid and enables the results to be more
readily interpreted.

2) UPWELLING FAVORABLE WIND

In order to understand the interaction of the internal
tide and the oceanic response to wind, it is necessary
initially to examine the effect of the wind only. To do
this the previous calculation was repeated (calculation
2, Table 1) using an identical initial density field and
integration period but with forcing produced by a con-
stant upwelling-favorable wind stress of —0.2 N m=2,
atypical mean wind stress over the winter.

This wind stress causes an off-shelf flow in the sur-
face layer (Fig. 6) with a compensating upwelling in
the upper part of the shelf slope giving riseto theupward
sloping sigma-t surfaces in Fig. 6. The upwelling cur-
rents at the seabed along the shelf slope, running over
a rough bed, give rise to increased turbulence intensity
(Fig. 7), producing a region of enhanced vertical eddy
viscosity and diffusivity. The increased mixing in the
seabed region, particularly near the top of the shelf
slope, leads to the generation of a thin well-mixed bed
layer (Fig. 6) and is responsible for the very rapid
changein the density field near the top of the shelf break.

Obviously the upwelling of the density fields will
continue until the internal pressure gradients oppose it.
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A detailed descussion of this balance is beyond the
scope of the present paper but is considered using an
idealized analytical model in MacCready et al. (1993),
who also give a timescale to reach a steady state. The
upwelling found here is similar to that shown by
MacCready et a. (1993) except that, since the present
model contains vertical diffusion terms which are large
in the near-bed region, it produces the sharp near-bed
density gradients associated with enhanced bottom mix-
ing. Also, since the present model allows for vertical
mixing, it may not reach a steady state (other than that
occurring when the water column is completely mixed).

Besides increased bed mixing associated with the up-
welling currents flowing over a rough bottom, there is
increased turbulence energy and mixing in the surface
layer (Fig. 7) produced by wind-induced turbulence and
shear in the water column, which has an influence upon
the near-surface density field. That both the surface den-
sity field and, in particular, the gradient of the near-bed
density field have been significantly changed by the
wind forcing suggests that the internal tide will be sig-
nificantly influenced by wind events. A detailed ex-
amination of thiswill be given after we have examined
the effect of a downwelling wind condition.

3) DOWNWELLING-FAVORABLE WIND

The influence of a downwelling-favorable wind was
examined by repeating the previous cal culation but with
a constant downwelling-favorable wind stress of +0.2
N m~2. This gives rise to an onshelf flow in the surface
layer with currents of the order of 4 cm st (Fig. 8),
and a return flow in the near-bed layer on the shelf and
at the top of the shelf slope having a similar magnitude.
Associated with this flow the streamfunction (Fig. 8)
shows a significant downwelling at the top of the shelf
slope. The effect of the strong downwelling in this re-
gion is to move lighter water down the slope, giving
rise to intense vertical mixing (Fig. 9) at the top of the
shelf slope. Thisincreased mixing at the top of the shelf
slope produces the significant downward displacement
evident for the g, = 28.10 surface (Fig. 8). At greater
depths, for example 600 m below the surface, stream-
function contours show that the downward velocity is
quite small, and the displacement of the density surface
is reduced although bottom mixing changes the density
profile in the near-bed region. However, if the model is
integrated for alonger period of time, the intense mixing
at the top of the shelf slope penetrates farther down the
slope and a shelf edge front forms between a mixed
region along the slope and a stratified oceanic area. A
detailed discussion of this phenomenon is beyond the
scope of the present paper, although the behavior of the
model is very similar to the anlytical solutions derived
by MacCready et al. (1993).

Comparing contours of turbulence energy and eddy
viscosity (Fig. 9) computed for adownwelling-favorable
wind with those for an upwelling-favorable wind (Fig.
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7), there is no significant difference in the near-surface
layer where wind-induced turbulence dominates. With
the downwelling wind condition however, the turbu-
lence energy intensity and mixing coefficients are sig-
nificantly larger and the region of increased bed tur-
bulence extends much farther into the water column.
The reason for the increased thickness of the bottom
turbulent layer in this case is that the strong vertical
density gradients, which exist in the upwelling case and
suppress the turbulence, are not present in the down-
welling situation. As in the previous calculation the
wind has made a significant difference to the near-bed
density gradients, and hence changesin the internal tide
can be anticipated and will be discussed subsequently.

4) UPWELLING-FAVORABLE WIND AND TIDAL
FORCING

In this calculation (calculation 4, Table 1) the model
was integrated through time for 30 tidal cycleswith both
M, tidal forcing and an upwelling wind stress of —0.2
N m~2, and results were saved over an M, tidal cycle
and subsequently analyzed.

Contours of the u component of the residual current
(due to both wind and internal tide) and the current
amplitude and internal displacement at the M,, frequency
and its higher harmonics namely M, and M, (Figs. 10a—
d). The residual current (Fig. 10a) at the sea surface
away from the shelf break is not significantly different
from that induced by the wind alone (Fig. 6); this result
is to be expected since in this area the tidal residua
(Fig. 3a) and the nonlinear terms are small. However,
at the top of the shelf slope and on the shelf, the residual
flow is significantly different to that produced by the
wind only, reflecting the effect of the tidal residual and
the importance of the nonlinear terms there.

Comparing contours of the amplitude and displace-
ment of the M, tide computed with wind forcing (Fig.
10b) and without (Fig. 3b), it is evident that although
the spatial distribution of the current amplitude is sim-
ilar, in that aregion of enhanced M, tidal current at the
sea surface occurs in both cases at approximately 100
km off shore, the area of increased bed currents has
moved farther down the slope from a water depth of
the order of 425 m, to adepth of nearly 600 m, indicating
that the position on the slope where the internal tide is
generated has changed. This result is to be expected
since the location of the point at which the internal tide
is generated depends critically upon the shelf slope and
local density gradient, which has changed significantly
due to the upwelling produced by the wind. This phe-
nomenon will be considered in more detail later in this
paper.

From a comparison of the contours of the internal
displacement of the M, tide (cf. Fig. 3b with Fig. 10b)
it is evident that the internal displacement at the top of
the shelf break in the near-bed region has been signif-
icantly influenced by the change in density field pro-
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duced by the wind. Changes are also evident on the
shelf, with some dlight differences in the open ocean.

Considering the M, component of the tide (Fig. 10c),
acomparison of the current amplitudes with and without
the wind (cf. Figs. 3c with 10c) shows that the wind
has affected the spatial distribution of the current am-
plitude of the second harmonic of the internal tide. Also
there are significant changes in the magnitude and spa-
tial distribution of theinternal displacement, the reasons
for which will be considered later. Significant changes
are also evident in the My component of the internal
tide, with an increasein current amplitude (compareFig.
3 with Fig. 10) and also significantly larger spatial vari-
ability in the surface and bed layers. A similar increase
in magnitude of the internal displacement at the M, fre-
quency when the wind is included compared with the
tide only solution is also evident from a comparison of
the internal displacements.

Comparing contours of turbulent kinetic energy and
viscosity averaged over an M, tidal period, as shown in
Fig 11, with those determined with a northerly wind
only (Fig. 7) and tide only (Fig. 4) it is evident that in
the surface layer at distances over 110 km from the
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coast, the contours are not significantly different from
those due to the wind only. Above the shelf break and
on the shelf there are some differences from the wind
only solution due to enhanced mixing produced by the
internal tide (Fig. 4). On the shelf for the tide and wind
solution (Fig. 11), surface and bed boundary layers
overlap due to increased turbulence produced by the
wind and the tide, with the bed boundary layer at the
top of the shelf break being significantly thicker than
in the wind-driven flow case due to the enhanced tur-
bulence produced by the tide.

To understand these differences in turbulent mixing
and the changes produced by the wind in the internal
tidal displacement, particularly for the higher harmon-
ics, it is instructive to examine contours of o, and the
streamfunction (Fig. 12) for an identical tidal period to
that considered previously (Fig. 5). Consideringinitially
contours of o, at t = (¥,)T, where T is the M, tidal
period after the model has been integrated forward in
time for 30 tidal cycles, it is evident from Figs. 12 and
5 that the most significant difference is the strong up-
welling of the density contours along the shelf slope
due to the wind (Fig. 6). Away from this bottom bound-
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ary layer and in the surface layer, oscillations in the
density surfaces are clearly evident due to the internal
tide, showing similar spatial variability to that found in
the tide only solution (compare Fig. 12 and Fig. 5).

Contours of the streamfunction (Fig. 12) show a re-
gion of strong upwelling along the shelf slope at a depth
of 400 m associated with the wind-driven upwelling,
which is not present in the tide-only solution (Fig. 5).
At alater time, namely, t = (%) T, streamfunction con-
tours show that the upwelling area at a depth of 400 m
has been replaced by a weak downwelling flow (Fig.
12). The reason for this reversal is that at this time
downwelling is associated with the internal tide (Fig.
5) and the tidal currents are opposing the upwelling
currents associated with the wind forcing.

The upwelling at depths of 400 m produced by the
wind is evident at t = (%,)T with a region of down-
welling due to the internal tide at this time at the top
of the shelf break. This region of rapidly changing up-
welling and downwelling at the top of the shelf slope
gives rise to significant spatial variations in the density
field, which appear as the short internal waves evident

in Fig 12 [t = (%,)T] at this time. Similar although
spatially more uniform short period waves are present
at this time at the top of the shelf slope in the tide only
solution (Fig. 5, t = (%,)T] due to the nonlinearity in
the solution. The differences between the two solutions,
and the significantly larger variability in both the in-
stantaneous density field and the M, and M, analysis of
theinternal displacementsin thetide pluswind solution,
are due to the increased density gradient at the top of
the shelf slope and hence the increased importance of
the nonlinear terms, which produce these small-scale
features on the density field.

At a subsequent time, namely, t = (%,,)T, downwell-
ing occurs along the shelf slope at depths below 600 m
due to the currents associated with the internal tide in
thisregion (Fig. 5). However, the tidally induced down-
welling that occurs in the tide-only solution at 400 m
(Fig. 5) is suppressed by the wind-induced upwelling
at thislocation (Fig. 6) and the density surfaces continue
to upwell at this depth, producing significantly larger
displacement and, hence, internal waves along the o, =



2118

VISC. (log m#x2/s)
T

—200

—400

depth {m)

—600 —

—800—

- 1000 L -
120 110 100 90 80

~200

—400

depth (m)

-600

—800

~1000
120

TIME MEAN

Fic. 14. Asin Fig. 11 but with a downwelling wind condition.

28.15 surface (Fig. 12) than those found in the tide-
only solution (Fig. 5).

This detailed examination of the time variability of
the internal density surfaces and the associated stream-
function gives some indication of the reasons for the
differences in amplitude of the internal tidal currents
and displacements produced by wind-induced upwell-
ing.

Besides changes in the density field produced by its
advection by the interna tide and the wind, the present
model also contains the density diffusion terms, which on
the longer timescale will aso modify the density field.
Obvioudy al modifications of the density field, but par-
ticularly those in regions of critical slope, will influence
the propagation of the internal tide and, hence, both its
distribution along the dope, together with off-shelf and
on-shelf regions, as shown here from a comparison of Fig.
5 and Fig. 12, although the effect upon the distribution of
o, surfaces in the open ocean (of order 120 km from shore)
is significantly less than at the shelf slope.

5) DOWNWELLING-FAVORABLE WIND AND TIDAL
FORCING

In this section we consider the coupling of a down-
welling wind condition and tidal forcing (calculation 5,
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Table 1). Asin the previous calculation, the model was
integrated through time for 30 tidal cycles with both M,
tidal forcing and in this case a downwelling wind stress
of +0.2 N m~2 results saved over a tidal cycle for
harmonic analysis.

Contours of the u component of the residual current
(Fig. 13a) at the sea surface and the seabed to the west
of the shelf break are not significantly different from
those found with wind forcing alone (Fig. 8), although
there are some dlight differences in the surface currents
above the shelf break and on the shelf (cf. Figs. 13 and
8), where the tidal residual is significant (Fig. 3). Com-
paring contours of the M, tidal current amplitude and
displacement computed with and without the wind forc-
ing (Figs. 13 and 3), it is evident that the internal tidal
current magnitude at the sea surface and seabed and the
internal tide displacement have been significantly re-
duced by the downwelling wind (cf. Fig. 3 with Fig.
13). Such significant changes with the downwelling
wind are to be expected since this wind produces sig-
nificant mixing along the upper part of the shelf slope
(Fig. 8) as described. previously, which produces a
change in the local density field such that density gra-
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dients are reduced, leading to a decrease in the internal
tide amplitude.

From a comparison of currents and displacements of
the M, component of the tide with and without wind
forcing (Figs. 13c and 3c) it is evident that the mag-
nitude of M, currents and displacements along the shelf
slope and in the upper part of the water column have
been reduced by including wind effects. A similar ex-
amination shows that with a downwelling wind con-
dition, little or no internal tide at the M, frequency was
generated. These changes can, in part, be understood
from an examination of the changes in the density field
produced by a downwelling-favorable wind (Fig. 8). As
described previously, this wind produces enhanced mix-
ing in the near-bed region leading to a decrease in the
local density gradient particularly in the shelf-break re-
gion (Fig. 8) where as we have shown previously that
the nonlinear terms are most important and, hence, any
reduction in the density gradient will produce a signif-
icant decrease in the amplitude of the higher harmonics.
To understand this phenomenon in more detail it is use-
ful to examine the time variations of the ¢, surfaces and
the streamfunction over atidal cycle.

Before considering these changes in the density field,

it isof interest to compare contours of turbulence energy
and viscosity computed for the downwelling wind con-
dition (Fig. 14) with those computed for the upwelling
wind condition (Fig. 11). As discussed previously in
connection with the wind-only calculation, the down-
welling wind reduces the near-bed density gradient at
the top of the shelf and, hence, bed turbulence can pen-
etrate farther into the water column. The same effect is
evident in Fig. 14 with a significantly thicker viscous
and turbulent boundary layer than found previously
(Fig. 11). Also, the additional tidally generated turbu-
lence gives a thicker layer than in the wind-only cal-
culation (cf. Figs. 14 and 9).

From a comparison of o, surfaces with wind and tidal
forcing at t = (%) T (Fig. 15) and the corresponding
plot with tidal forcing only (Fig. 5), it is evident that
the wind-induced downwelling and the associated mix-
ing has significantly reduced the internal tidal oscilla-
tions present in the o, surfaces with tidal forcing alone.
Also, the streamfunction in the region of the shelf slope
shows a smoother spatial variation than that found in
the tide-only solution, which shows significant changes
in the near-bed region associated with the internal tides
propagating along density surfaces.
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Although the wind-induced downwelling along the
shelf slope is maintained, the internal tide produces up-
welling and downwelling in this region, which can op-
pose or enhance the wind-induced downwelling at dif-
ferent locations and times along the shelf slope. At time
t = (%,)T the streamfunction contours show an up-
welling along the slope. However, by t = (%,)T and t
= (%, T the upwelling associated with the internal tide
(Fig. 5) is significantly greater at depth than the down-
welling produced by the wind, and the density contours
on the shelf slope are moved dlightly upward [cf. Fig.
15at=(%)Tandt = (%)T].

From this comparison it is clear that for the down-
welling wind condition there are no significant internal
tidal oscillations along density interfaces that intersect
the shelf slope. Considering the density surfaces above
the shelf slope at a depth of 50 to 100 m, although there
is evidence of internal waves along these interfaces, the
wavelength is much longer than that found with the tide
alone, and there does not appear to be any very short
period waves generated in the surface layer above the
shelf break of the form found with thetide-only solution.
This explains the reduction of the amplitude of the in-
ternal displacement at the M, frequency and the negli-

gible displacement at the M, frequency. This reduction
in nonlinear effects is due to the decreased density gra-
dients in the shelf-break region produced by the down-
welling wind condition.

b. Calculations using the algebraic eddy viscosity
and diffusivity model

In the previous series of calculations, the g?—fl tur-
bulence energy submodel was used to calculate the co-
efficients for the vertical diffusion of momentum and
density. In arecent series of calculations, Xing and Da-
vies (1996e) examined the differences in the internal
tide computed using a range of different submodels to
determine the various mixing coefficients. No major dif-
ferences were found in the computed internal tidal dis-
placements and currents determined using a g>—g? mod-
el to compute diffusion compared with using an alge-
braic Richardson number formulation, which is com-
putationally much less expensive. Since this calculation
was restricted to the tide only, it is instructive to do a
similar comparison with both tidal and wind forcing.
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Fic. 16. Asin Fig. 10 but with vertical mixing coefficients determined algebraically, as a function of Richardson number. (The internal
displacement is not shown.)

1) UPWELLING-FAVORABLE WIND AND TIDAL
FORCING (RICHARDSON-NUMBER-DEPENDENT
VISCOSITY)

In this calculation (calculation 6, Table 1), the model
was forced with both a wind stress of —0.2 N m=2 and
the tide for an identical period of timeto that considered
previously. Parameterization of subgrid-scale mixing
was accomplished using the algebraic expression, given
previously [Eqg. (16) and (17)]. By this means it is pos-
sible to determine if there are any major differencesin
the internal currents and displacements due to differ-
ences in the submodels used to determine the mixing.

Comparing contours of the residual current due to
tide and wind forcing (Fig. 16a) with those computed
previously using the g>—g?l model (Fig. 10a), it is evi-
dent that one significant difference is in the thickness
of the surface wind-driven layer, which is larger in the
case of the g>—g?3 model than for the Richardson-num-
ber-dependent algebraic eddy viscosity formulation.
This is probably because the g>—g? model can take ac-

count of an input of wind-induced surface turbulence,
which will influence the value of surface eddy viscosity
and hence the depth of penetration of the wind's mo-
mentum. The surface viscosity will also be influenced
in the g>~g? model by the choice of surface roughness
length z, which is not well known.

Some differences are also evident in the thickness of
the bottom boundary layer, with stronger currents con-
fined to the near-bed layer in the model with the Rich-
ardson-number-dependent viscosity than with the g?—g?
formulation. However, both models show the increase
in residual flow above the bottom boundary layer, which
occurs on the shelf 85 km from the coast associated
with the internal tide.

From a comparison of the amplitude of the u com-
ponent of the current at the M, frequency determined
with the algebraic closure model (Fig. 16b) and that
computed previously (Fig. 10b), it is clear that both
models exhibit similar major features. The region of
surface-intensified current (amplitude above 16 cm s2)
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Fic. 17. Asin Fig. 16 but with a downwelling wind condition.

that occurs at approximately 98 km offshore in the g*—
ol model is also present in the algebraic viscosity mod-
el, but now at 102 km offshore. Bottom-intensified cur-
rents along the shelf slope at a depth of 600 m are
evident in both models, although again the exact lo-
cation of the position of the maximum is slightly dif-
ferent. These differences can be attributed to the fact
that the wind-driven currents, which advect the density
fields along the shelf slope, are different in the two
models and also that the difference in density diffusion
between the two models will contribute to slight dif-
ferences in the density field, which will influence the
location and propagation of the internal tide.
Considering the higher harmonics of thetide, namely,
M, and M, (Figs. 10c,d and 16c,d), again both models
show similar spatial features and current intensitieswith
the solution computed using the Richardson number vis-
cosity appearing to be slightly smoother than that de-
termined with the g?>—g?2 model. This result is probably
because in the Richardson number formulation, away
from the boundary layers, the viscosity and diffusivity

cannot fall below the background values given in Egs.
(16) and (17). No such constraint is applied in the g>—
ol model where values can fall below 10-¢ m? s~ (Fig.
11).

Although there are dlight differences in the flows
computed with the two models, the essential features of
the effects of the wind upon the internal tide are not
significantly different.

2) DOWNWELLING-FAVORABLE WIND AND TIDAL
FORCING (RICHARDSON-NUMBER-DEPENDENT
VISCOSITY)

In this section we will compare the results of the
model using an algebraic eddy viscosity [Egs. (16) and
(17)] with the g>—g?l model under conditions of tidal
forcing with a downwelling-favorable wind stress of
+0.2 N m~=2. Comparing residual flows (Fig. 17a) with
those computed previously with the q>—g?l model (Fig.
13a), it is clear that the wind-driven surface and bed
layers are much thinner than those found in the g>—g?
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model. The reasons for these differences are the same
as those discussed previously for the upwelling case.

Comparing the amplitude of the u component of cur-
rent at the M, frequency (Fig. 17b) with that computed
previoudly, it is evident that the subsurface maximum
(currents exceeding 8 cm s-*), which occurs at a water
depth of about 100 m and at a location 96 km offshore
(Fig. 13b), is present in the solution computed with the
algebraic viscosity model at a similar location. Simi-
larly, the maximum (currents exceeding 8 cm s73),
which occurs along the shelf slope at a water depth of
500 m, is present in both solutions. The most significant
difference between the two models is the existence of
aregion of strong (currents exceeding 10 cm s—1) near-
bed currents on the shelf in the algebraic viscosity mod-
el.

From a comparison of the M, component of current
(Figs. 17c and 13c), it is evident that both models show
similar spatial distributions of this component with the
region of strongest current (of order 2 cm s*) occuring
at the top of the shelf slope. Again, a spatially more
uniform distribution occurs with the Richardson-num-
ber-dependent viscosity, for the reasons stated previ-
ously.

4. Concluding remarks

The initial sections of this paper have dealt with the
formulation of athree-dimensional primitive equation
baroclinic model in transport form and its numerical
solution using sigma coordinates in the vertical. The
calculation of the vertical diffusion of momentum and
density was accomplished using either a two-equation
turbulence energy model or an algebraic expression
depending upon Richardson number. Horizontal dif-
fusion was parameterized using either a Laplacian or
biharmonic form of the diffusion with a constant co-
efficient.

The model was applied in cross-sectional form to
the calculation of theinternal tidally generated currents
and displacements and also the currents and displace-
ments produced by upwelling and downwelling wind
stress conditions of magnitude 0.2 N m=2. A horizontal
grid resolution of order 0.6 km with 50 sigma levels
in the vertical was used in these calculations. No sig-
nificant differences in results computed using Lapla-
cian or biharmonic friction were found, suggesting that
with the fine grid and low horizontal diffusion coef-
ficients used here the solution was insensitive to the
exact form of horizontal diffusion, and the Laplacian
was used in all subsequent calculations.

Tidal calculations showed that besides the genera-
tion of the internal tide, short internal waves were pro-
duced in the region above the shelf slope due to the
nonlinear terms in the equations. The production of
strong internal tidal currents at the top of the shelf
break lead to increased mixing in the surface and bed
layers in this region.
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Calculations with upwelling and downwelling wind
conditions showed that, in the case of upwelling, the
density gradient in the near-bed region was increased
and the bottom turbulent boundary layer thickness was
much thinner than in the downwelling case. Calcula-
tions with downwelling wind conditions showed that
as lighter water was forced below heavier water, in-
tensified mixing took place leading to an increased
thickness of the bottom boundary layer, and increased
near-bed turbulence. The results of these numerical cal-
culations exhibited the main features of the idealized
analytical solutions of MacCready and Rhines (1993).

Calculations with both tidal forcing and upwelling-
favorable winds showed that the major features of the
M, component of theinternal tide were similar to those
found with the tide alone, although there are some
enhancements in the higher harmonics of the tide due
to the wind-induced increase in the near-bed density
gradients at the top of the shelf slope. Turbulence en-
ergy and viscosity in the surface and bed layers showed
increased intensity above that found with the tide only
due to the increased mixing produced by the wind. In
the case of tidal forcing and a downwelling wind con-
dition, the magnitude of the M, component of the tide
and its higher harmonics was significantly reduced due
to the decrease in the density gradient in the region of
internal tide production. The decrease in the density
gradient in the upper part of the shelf slope decreased
the buoyancy supression of turbulence and gave amuch
thicker turbulent bottom boundary layer there.

The major features of the changes in the magnitude
of the internal tide due to upwelling and downwelling
wind conditions were also reproduced by the model
using a simple algebraic expression for the mixing as
a function of the Richardson number. Although this
model can reproduce the major changes, it did not give
any insight into the spatial variation of the turbulence
energy. With the development of measuring methods
capable of determining turbulence energy dissipation
rates (e.g., Gargett 1994) and the acquisition of such
datasets in shallow seas (e.g., Simpson et al. 1996) and
in shelf break regions (Sandstrom and Oakey 1995),
there exists the possibility of validating the more com-
plex models against direct turbulence measurements
rather than against field data such as currents and dis-
placements that do not appear to be particularly sen-
sitive to the form of the turbulence model. However,
from calculations of Xing and Davies (1996e€) it is
evident that to rigorously validate the g>—g?l type mod-
el requires, besides turbulence energy dissipation da-
tasets, the accurate measurement of both bottom to-
pography and the internal density field. From the re-
sults presented here it is evident that the magnitude of
theinternal tide off the west of Scotland can be reduced
by a downwelling-favorable wind, although this gives
rise to a thicker turbulent bottom boundary layer in
which measurements can be made. However, the sep-
aration of tidal turbulence from modifications in total
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turbulence due to tide and wind in the near-bed region
may be very difficult in any field experiment.
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