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ABSTRACT

The free-fall FLY profiler has been used to determine the variation in energy dissipation € in the water column
over a tidal cycle at mixed and stratified sites in the Irish Sea. It was found that ¢ exhibits a strong M, variation
with a pronounced phase lag that increases with height above the bed. In mixed conditions this M, signal, which
extends throughout the water column, is reasonably well reproduced by turbulent closure models of the vertical

exchange. In the summer stratified situation, the M, signal in € is confined to about 40 m above the seabed with )

phase delays of more than 4 h relative to the seabed. The lowest levels of dissipation (~10~° W m™>), measured
in the pycnocline, are significantly above the system noise level and much higher than predicted by a model
using the Mellor—Yamada level 2 closure scheme (MY2.0). However, when allowance is made for the diffusion
of TKE, the model (MY2.2) simulates the depth—time distribution of dissipation in the stratified case satisfac-
torily if the diffusivity K, = 0.2g/. With K, set equal to vertical eddy viscosity N,, which depends on the
Richardson number Ri, the model underestimates dissipation in the pycnocline by two decades, which would
imply the possibility of a midwater source of TKE. The observed depth-integrated dissipation is found to be
consistent with estimates based on the energy lost from the tidal wave when adjustment is made for the unsampled
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high energy region close to the bed.

1. Introduction

A central part of the current agenda in physical
oceanography of shelf seas is to understand the inter-
actions of the processes that control vertical structure
and the diffusion of properties through the water col-
umn. First-order accounts of the evolution of the den-
sity structure have been given in terms of *‘prescriptive
models’’ based on energy arguments and simplified as-
sumptions about the efficiency of mixing processes
(e.g., Simpson and Bowers 1984 ) and, for the case of
freshwater buoyancy input, on prescribed forms of the
velocity structure (e.g., Simpson et al. 1991). Such
models do not deal with the dynamics of tidal and den-
sity-driven flow explicitly, but rely on combining sep-
arate analytical solutions for each component of the
flow.

To achieve a more fundamental description of the
processes involved and to allow for the nonlinear in-
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teraction between them, it is necessary to solve the dy-
namical equations for appropriate forcing by the tides,
specified as components of the surface slope, and sur-
face wind stress. In order to allow for the crucial inter-
action between vertical fluxes and water column strat-
ification, the solution must be completed by an appro-
priate closure scheme, several of which are currently
in use (e.g., Luyten et al. 1996). Most of these schemes
involve the explicit representation of the turbulent ki-
netic energy and its dissipation function e through
which energy is converted into heat. It is clear that a
critical test of models based on these schemes should
be their ability to describe the depth dependence and
time evolution of the turbulent parameters. Satisfactory
performance of a closure scheme in such 1D tests
would seem to be a necessary prerequisite for its uti-
lization in 3D models.

Until recently it was only possible to test model per-
formance against mean flow parameters in circum-
stances of high shear (Davies and Flather 1987). In
these conditions differences in the profile of vertical
velocity can be effective in discriminating between the
schemes. However, in many cases of tidally dominated
flow, the velocity profile is insensitive to changes in the
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form of eddy viscosity profile. The only significant
changes are in regions close to the boundaries and so
are not readily accessible to measurement. The conse-
quence is that it is not generally possible to confidently
predict vertical mixing coefficients with the accuracy
required in models of water column processes. An al-
ternative and, we might hope, a more revealing strategy
is to test the models more directly and fundamentally
at the ‘‘intermediate’’ level by comparing measurable
aspects of the turbulence with model simulations. In
this contribution, we report on the implementation of
this strategy using a set of observations of turbulent
dissipation through the water column in three contrast-
ing tidal flow regimes in the European shelf seas.

2. A 1D model of vertical structure and flow

The flow properties, both mean and turbulent, are to
be compared with hindcasts of the flow made using
point models of the dynamics and vertical diffusion
with different closure schemes. Initially we shall use
the 1D dynamics model (Simpson and Sharples 1992)
with a Mellor—Yamada level 2 closure scheme, argu-
ably the simplest type of scheme needed in order rep-
resent the interaction of flow and stratification. The
model uses an explicit scheme to integrate the equa-
tions of motion for the velocity components u and v:

Ou 1 0P 0 Ou _
o o TV <N252> 2
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where N, is the vertical eddy viscosity and z increases
positively from the seabed. The bottom boundary con-
dition is a quadratic stress law; wind stress at the sea
surface is also given in terms of a quadratic drag pre-
~ scription using observed hourly wind vector data.
The horizontal pressure gradient terms in Egs. (1)
and (2) are given by
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(3)

and similarly for the y component. The first term on the
right of Eq. (3) is an oscillating sea surface slope that
provides the tida! forcing. It is derived from a 2D ver-
tically integrated model (Proctor and Smith 1991),
which covers the entire European shelf with a resolu-
tion of about 12 km. The second term represents a mean
surface slope, which may be required to represent
steady, or slowly varying nontidal flows. The effect of
horizontal density gradients is represented in the final
term that is generally small in the present context where
such gradients are weak. Consequently we need con-
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sider only the vertical diffusion of heat and salt in the
advection—diffusion equation, which takes the form:

(s, T) _ﬁ K o(s, T)
o 9z \ ° 0z ’

where K, is the vertical eddy diffusivity. There is no
flux of salt or heat through the seabed, and no net flux
of salt at the surface. Surface heating is specified in
terms of global solar radiation, dewpoint temperature,
and wind speed (following Simpson and Bowers
1984) —the values of which are observations from
nearby meteorological stations.

A level-2 turbulence closure scheme is used to cal-
culate vertical profiles of N, and K, as functions of local
stability (Mellor and Yamada 1974), via

N, = Sulg; K, = Sulg,

(4

(5)

where S, and Sy are stability functions of the local
gradient Richardson number, and [ is a prescribed
length scale given by

z 1/2
I=kz{1 -2
“Z< h) ’

where z is the height above the bed and « is von Kér-
mdan’s constant.

The evolution of the turbulent Kinetic energy (g2/2)
is described by the equation (Tennekes and Lumley
1972)

a(3) & (<& (7))
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The second term on the lhs represents the effects of
vertical diffusion while the three terms on the rhs are
respectively shear production, work against buoyancy
forces and energy dissipation involving the Mellor—
Yamada constant B; = 15. ,
We shall utilize three versions of the model: In the
simplest (MY level 2.0), we neglect the time derivative
and vertical diffusion terms on the left-hand side of Eq.
(7), and assume a local equilibrium between shear and
buoyancy production of turbulent KE and dissipation.
In the other two versions (MY2.2), we shall retain the
left-hand side of Eq. (7) and hence allow for the influ-

(6)

“ence of turbulence diffusing upward into the flow from

the main generation zone near the bottom boundary
with either K, = N, = Sygl (MY2.2A) or the simple
form K, = 0.2¢g/ (MY2.2B) in which the diffusion is
independent of the stability functions (Deleersnijder
and Luyten 1994). .

For each of the observational periods and locations,
we have run the model with forcing by tidal slopes from
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a 2D model, the observed winds, and surface heat
exchange variables.

3. Measurement of turbulent dissipation

The observations, over one or two tidal cycles, were
made at three sites in the Irish Sea (Fig. 1) during
March and July 1993. The two strongly mixed sites M1
and M3 were the focus of the March campaign, while
in July contrasting observations were made at the low
energy site S1 where strong seasonal stratification pre-
vailed. The sites selected were in regions of horizon-
tally uniform conditions with weak density gradients
(<3 % 10~ kg m™). The measurements at the mixed
sites M1 and M3 were taken close to the vernal equinox
when the surface buoyancy flux is minimal. At M1 in
March and S1 in July, the observations were made in
parallel with measurements from conventional moored
current meters. Each sequence of dissipation profiles
was followed by measurements with a profiling CTD/
transmissometer system.

The measurements of dissipation were made using
the FLY profiler (Dewey et al. 1987), which is
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equipped with a guard ring that allows measurements
to be made to within 15 cm of the seabed. The mea-
surements thus cover almost the entire water column
except for a near-surface region (about 5 m thick) in
which turbulence from the ship’s wake may corrupt the
results. The profiler falls freely at a speed of 0.70-0.80
m s~ ! and measures components of the horizontal ve-
locity via a piezoelectric sensor, which detects the force
exerted on a small aerofoil probe by the transverse
flow. This force, which is proportional to the horizontal
velocity, is differentiated to give the vertical shear on
scales down to ~1.5 cm. Estimates of dissipation are
derived from the mean square shear using the relation-
ship for isotropic turbulence

2
€= 7.5;;(3—:) ,

where u is the dynamic viscosity of seawater and dis-
sipation is given in units of watts per cubic meter. The
mean-square shear is calculated by first deriving the
power spectrum for each section of the record (depth

(8)
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FiG. 1. Location of measurement sites in the Irish Sea. M1 mixed regime: depth, # = 60 m,
M, tidal current amplitude, U, = 0.7 m s™'; M3 mixed regime: h = 90 m, U, = 0.8 m s™}; S1
stratified regime: 2 = 90 m, U, = 0.3 m s~". The principal tidal mixing front separating mixed

and stratified regions is shown as a dashed curve.
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FiG. 2. Power spectrum S(w) of dissipation. The solid line shows an average power spectrum
for 25 power spectra measured with ¢ ~ 10™* W m™. The diamonds indicate the integration
limits and the dashed line the spectral fit (from Nasmyth 1970) used to extrapolate the dlssxpauon

outside the limits of integration.

interval = 1.5 m). This allows the elimination of high-
frequency noise and the application of a spectral correc-

tion for the rolloff of the shear probe response. The latter:

is obtained by matching the total energy between high
and low frequency cutoff points to a form of the Kol-
mogorov spectrum (Nasmyth 1970) as in Fig. 2. The up-
per frequency limit is normally set to 55 Hz (wavenum-
bers k; ~ 494 m™") at which point the sensor response is
reduced by 50%. For dissipation rates lower than 107
W m™3, however, this limit has been reduced to avoid
unnecessary noise contamination of the spectrum.

A spectral correction is also used to correct for dis-
sipation at frequencies lower than the 2 Hz (%,
~ 18 m™") cutoff. This cutoff is applied as the signal
may be contaminated by low-frequency wobble of the
profiler body and energy ‘‘leakage’’ from the mean
flow. These spectral corrections generally represent a
small percentage of the observed dissipation and ex-
ceeded 20% only at high dissipations (>10"> W m™)
in the near-bed region.

After impact with the bottom, the profiler is hauled
back to the surface by a light Kevlar tether, which also
acts as a transmission cable for the data stream. The
profiler is operated in a yo-yo mode, cycling between
surface and bottom while the ship moves ahead at 0.5
knots. During descent the tether line is fed out by a

[

spooler winch to ensure that the free-fall of the profiler
is not impeded. A sequence of up to ten profiles were
taken between hourly CTD profiles over one or two
semidiurnal tidal cycles.

4. Results
a. The mixed regimes (M1 & M3)

After spectral correction, the sequences of dissipa-
tion profiles have been combined into plots showing
the evolution of dissipation over the tidal cycle. Figure
3a illustrates the results for measurements over a 25-
hour period, in the form of logee, at the energetic
mixed site M1 where the mean depth is 60 m and the
surface tidal stream had an amplitude of about I m s~'.
Dissipation generally decreases with height by three
orders of magnitude from peak values of ¢ = 0.1
W m™ close to the bed. At all levels the intensity of
the dissipation is clearly related to the phase of the
current so that there is a marked quarter-diurnal vari-
ation in € with a phase lag that increases with height.

Similar patterns of variation with height and time are
apparent in Fig. 4a for the other mixed station (M3).
The water column is deeper and tidal currents were
weaker at this station. As a consequence, dissipation
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FiG. 3. Logjoe (W m™>) distribution over two tidal cycles at the mixed site M1 from (a) the FLY

profiler observations, (b) the model simulation using MY2.2A, and (c) the model simulation using
MY?2.0. There is no observational data for e within 5 m of the sea surface because of contamination
by turbulence from the ship’s wake.
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levels are somewhat lower and the phase lag is more MY2.0 and MY2.2A schemes. These predictions have
pronounced. been made without tuning of the MY parameters (from

For both cases we show the corresponding model ~ Simpson and Sharples 1992) and using the tidal forcing
simulations (Figs. 3b,c and 4b,c) obtained using the directly from the 2D model without adjustment. The
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FiG. 4. Logiee (W m™) distribution over two tidal cycles at the mixed site M3: layout as in Fig. 3.
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models reproduce all the main features of the observed
¢ distributions, for the two mixed cases, although the
fit is apparently somewhat better for the MY2.2 ver-
sion. The models also give a reasonable account of the
mean currents measured at the adjacent current meter
moorings (see Fig. 5). A small asymmetry between the
ebb and flood half cycles in this case is associated with
a nontidal northward residual of magnitude 0.09 m s ™',
which is incorporated into the model simulations by
means of the mean slope term. This residual component
is also responsible for the asymmetry in dissipation be-
tween ebb and flood apparent in Figs. 3a—c.

b. The seasonally stratified regime (S1)

The measurements made in July at the stratified site
(S1) are presented in Fig. 6. The existence of strong
stable stratification is confirmed by the CTD tempera-
ture data (Fig. 6a). In this case, with a mean water
depth of 90 m and current amplitude of 0.45 m s ™', the
energy dissipation levels, Fig. 6b, are correspondingly
reduced with peak values near the bed of ¢ ~ 3.0
X 107> W m™. In midwater there is an extensive re-
gion of low dissipation where ¢ ~ 1.0 X 107> W m™.
This corresponds to a level about one and a half dec-
ades above the noise level for the FLY measurements
(equivalent to a dissipation of 3 X 1077 W m™). In
contrast to the well-mixed cases, the pronounced quar-
terdiurnal variation of €, while marked near the bottom
boundary, only extends upward to a height of about 40
m above the bed. Within this boundary layer region
there is again an increasing delay in the time of maxi-
mum dissipation with height above the seabed.

The MY models (Figs. 6¢,d) simulate the principal
characteristics of the observed behavior in most re-
spects, although the predicted ¢ levels in midwater from
MY2.0 are significantly lower than those observed.
Adding diffusion in the MY2.2B markedly improves
the simulation of the e distribution, especially in the
low-energy region between 40 and 80 m above the bed
where hindcast levels are now close to those observed.

5. M, analysis

We have further examined the time dependence of
dissipation in the water column, and the skill of the
model schemes, by fitting the data to a quarterdiurnal
constituent (M,) of the form:

€ = ay + ag sin(wyt — ty),

€]

where a, represents the mean dissipation over the tidal
cycle and g, and ¢, are the amplitude and phase lag of
the M, constituent. A least squares procedure is used
to fit Eq. (9) to the dissipation time series at each level
in the water column and thus determine a,, a4, and ¢,
as functions of height.

Results for the observations at the mixed site M3
(Fig. 7) show the mean g, and amplitude a, are of
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FiG. 5. Components of the mean flow over the observational period
at M1 from current meter observations and the model MY2.2A at (a)
a height of 41 m above the bed and (b) a height of 5 m above the

bed. The observed mean flow has been simulated in the model by the
application of a steady surface slope.

similar magnitude, with both decreasing by more than
two decades between the bed and a height of 60 m. At
the same time there is a steady increase in the observed
phase lag with maximum delay of about 1.5 h relative
to the bed at a height of 70 m. Closely comparable
results were obtained for the shallower mixed site M1
where the observed phase lag between the bed and 50-
m height is about 1 h. The behavior at both locations
is reflected in the model simulations with the vertical
structure of mean and oscillating components well rep-
resented. The MY2.2 scheme again achieves a rather
better overall simulation.

At the seasonally stratified site (Fig. 8), the M, os-
cillation diminishes with height and there is a well-
defined phase shift increasing from the bed to ~4 h at
a height of 40 m. Above this level, the oscillatory com-
ponent is weak with R?, the percentage of variance
explained, diminishing to near zero and the phase in-
adequately determined.

While the three versions of the model reproduce the
form of depth variation of the mean and oscillatory
amplitude in the layer below 40 m, there are marked
differences in their performance further up the water
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FiG. 9. Depth-integrated dissipation, f edz, at site M1 from observations (solid circles), model MY2.2A (open circles),
and the dissipation calculated using the tidal current measured at 5 m above the bed using Eq. (10) (dotted line).

column. Between 40 and 80 m above the bed, the local
equilibrium closure (MY?2.0) produces ¢ levels that are
many decades lower than those observed. Adding ver-
tical diffusion with K, = N, (MY2.2A) improves the
situation somewhat but dissipation is still seriously un-
derestimated. When, however, the model is imple-
mented with K, = 0.2g] (MY2.2B), ¢ levels in mid-
water are close to those observed and the general struc-
ture of the vertical variation of amplitude and phase are
reproduced.

6. Discussion

These measurements of dissipation have revealed,
for the first time, the vertical structure and time depen-
dence of e over a tidal cycle for European shelf seas,

and yielded a valuable database for the evaluation of
turbulent closure schemes. As a check on the accuracy
of the observed dissipation we might compare the dis-
sipation, integrated through the water column, with the
total energy loss from the tide, which is known (to first
order) from large-scale models of the tide to be

D = CpU?, (10)
where U is the depth-mean tidal current speed and the
drag coefficient C, has a value of 2.5 X 1073, Figure
9 shows a comparison of the depth integral of the local
dissipation e with D based on the current speed at 5 m
above the bed for measurements at the well-mixed sta-
tion M1. The two quantities are of similar magnitude
and exhibit a comparable semidiurnal cycle but the in-
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tegrated dissipation is generally smaller by a factor of
2. We should recall, however, that the ¢ measurements
terminate 15 cm from the bed and a high proportion of
the production and dissipation of TKE occurs in this
region. Using the law of the wall, we can estimate the
ratio of the dissipation that occurs in the last 0.15 m to
the total for the bottom 10 m as
1 10 >
n ( 0.15
In (E)
<o

which with zo = 0.1 cm accounts for much of the dis-
crepancy. In any case, the e measurements are subject
to a number of unavoidable uncertainties. Dewey and
Crawford (1988) show that the errors in determining
the fall speed of the probe (5%) contribute an uncer-
tainty of 20% since e « w*. Other significant error con-
tributions arise from the shear probe calibration (7%),
the gain of the differentiator (2%), and the determi-
nation of the molecular viscosity (5%). Together the
potential errors amount to about 50% of the mean so
that closer agreement between the observed integrated
dissipation and D would be fortuitous. We also show
in Fig. 9 the equivalent integrated dissipation from the
model, which matches the time evolution of observa-
tions but is generally higher than the measurement al-
though, again, the discrepancy is not large compared
with uncertainties in the observations.

A striking feature of the observations in both mixed
and stratified conditions is the pronounced phase delay
in the M, cycle of dissipation with height above the
bed. For the mixed situation at M3, delays of up to 2
h, relative to the seabed, in the time of maximum dis-
sipation were observed at a height of 70 m. Even larger
phase lags, of up to 4 h, were found to occur in the
bottom boundary layer of the stratified situation. The
magnitude and height dependence of these phase lags
is reasonably well described by all forms of the models,
including the MY2.0 version which does not include
vertical diffusion. The inference must clearly be that
the phase lag is primarily a result of a progressive delay
in the phase of the production term with only a small
contribution from the effects of diffusion.

In most respects the models give a fair account of
the observed depth—time distributions of € under mixed
conditions. The magnitude and distribution of dissipa-
tion are well reproduced, at least on a log scale, and
the flood—ebb asymmetry at M1 is accounted for when
a small residual current is included. The incorporation
of diffusion in the MY2.2 schemes brings about a small
but significant improvement over the local equilibrium
model (MY2.0). For the stratified situation, the results
of the different schemes are more divergent. Both ver-
sions with diffusion (MY2.2A and B) represent an im-
provement on the local equilibrium closure, but for

0.46, (11)
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MY2.2A in which K, = N, depends directly on strati-
fication, there is a failure to predict the correct level of
dissipation in the strongly stratified portion of the water
column. Between 40 and 80 m above the bed, observed
values do not fall below 10~° W m™2, which is a factor
of 30 above the estimated noise level of the FLY sys-
tem, while the MY2.2A model hindcasts are several
orders of magnitude lower. The implication would
seem to be that there is a local midwater source of TKE,
which is not represented in the models. On the other
hand, employing the widely used form K, = 0.2q/
(MY2.2B), diffusion of turbulence into the interior of
the water column is increased and the model hindcasts
the vertical structure rather well without an appeal to
additional TKE sources.

Two rather different interpretations of the ¢ distri-
butions remain. Using the physically reasonable
MY2.2A, in which TKE diffuses in the same way as
the mean momentum, we must conclude that there is a
midwater source of turbulent kinetic energy. At this
stage we have no firm indication of the source of this
additional energy input, but it may be associated with
the frequently alleged stirring by the internal tide and
internal waves or it may arise from dissipation of in-
ertial motions generated in the surface layers by wind
stress.

In the alternative interpretation, turbulence is al-
lowed to diffuse more efficiently, as in MY2.2B, so that
there is no need for additional inputs. The difficult
question however, remains of how we justify the use
of the simple form K, = 0.2¢/ in stratified conditions
when we would expect control to be exerted by the
Richardson number.

. Acknowledgments. We take this opportunity to thank
Chris MacKay (Sy-tech research), Lizette Beauchemin
(I0S), and Larry Dorosh (IOS) for their assistance in
the collection and analysis of the FLY data. We are
also pleased to acknowledge the assistance of the RV
Prince Madog and RRS Challenger in making the ob-
servations reported here. Data collection and analysis
were financed by NERC Grant GR3/7009. Andrew
Campbell was supported by a NERC studentship and
Joseph Cheok has an in-service sponsorship from the
government of Brunei Darussalam.

REFERENCES

Davies, A. M., and R. A. Flather, 1987: Computing extreme me-
teorologically induced currents, with application to the
north-west European continental shelf. Contin. Shelf Res., 7,
643-683.

Deleersnijder, E., and P. Luyten, 1994: On the practical advantages
of the quasi-equilibrium version of the Mellor and Yamada level
2.5 closure applied to marine modelling. Appl. Math. Modelling,
18, 281-287.

Dewey, R. K., and W. R. Crawford, 1988: Bottom stress estimates
from vertical dissipation rate profiles on the Continental Shelf.
J. Phys. Oceanogr., 18, 1167-1177.

R — , A. E. Gargett, and N. S. Oakey, 1987: A microstruc-
ture instrument for profiling oceanic turbulence in coastal




1590 JOURNAL OF PHYSICAL OCEANOGRAPHY VOLUME 26

bottom boundary layers. J. Atmos. Oceanic Technol., 4, Observatory, Birkenhead, Merseyside L43 7RA, United King-
288-297. dom.] .
Lutyen, P. J., E. Deleersnijder, J. Ozer, and K. G. Ruddick, 1996:  Simpson, J. H., and D. G. Bowers, 1984: The role of tidal stirring in
Presentation of a family of turbulence closure models of strati- - controlling the seasonal heat cycle in shelf seas. Ann. Geophys.,
fied shallow water flows and application to the Rhine outflow 2, 411-416.
region. Contin. Shelf Res., 16, 101-130. , and J. Sharples, 1992: Dynamically active models in the pre-
Mellor, G. L., and T. Yamada, 1974: A hierarchy of turbulence clo- diction of estuarine stratification. Dynamics and Exchanges in
sure models for planetary boundary layers. J. Atmos. Sci., 31, Estuaries and the Coastal Zone, D. Prandle, Ed., Amer. Geo-
1791-1806. phys. Union, 101-113.
Nasmyth, P. W., 1970: Oceanic turbulence. Ph.D. thesis, University . , and T. P. Rippeth, 1991: A prescriptive model of strat-
of British Columbia, 105 pp. ification induced by freshwater run-off. Estuar. Coastal Shelf
Proctor, R., and J. A. Smith, 1991: The depth averaged residual cir- Sci., 33, 23-35.

culation on the North West European Shelf. Proudman Ocean-  Tennekes, H., and J. L. Lumley, 1972: A First Course in Turbulence. '
ographic Laboratory Rep. 20, 255 pp. [Available from Bidston The MIT Press, 300 pp.



