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ABSTRACT

Breaking surface waves were observed during the Surface Wave Processes Program with a novel acoustical
instrument that makes use of underwater ambient sound to track individual breaking events. The spatial and
temporal statistics of breaking waves such as duration, velocity, spacing, and breaking probability were determined
under various wind and wave conditions. Statistical models are developed to assess and where appropriate,
correct for any bias resulting from limitations of the measurement approach. Empirical relations of these statistics
with wind speed are obtained. Comparison of the observed distributions with simultaneously measured directional
wave spectra suggests that wave breaking occurs at multiple scales and that the mean scale of breaking is
substantially smaller than the scale associated with the dominant wind wave component. Preliminary analysis
indicates that the dependence of breaking probability on the fourth moment of the wave spectrum is consistent

with a linear statistical model.

1. Introduction

Breaking surface waves are believed to play an im-
portant role in the dynamics of the upper ocean and
air-sea interaction, contributing to surface wave dis-
sipation (Melville and Rapp 1985; Agrawal et al. 1992)
and enhancing the transfer of gas, heat, and mass across
the ocean surface (Bortkovskii 1987; Thorpe 1992).
While wave breaking has been the subject of both lab-
oratory and theoretical studies (Phillips and Banner
1974; Longuet-Higgins and Fox 1977; Hwang et al.
1989), direct measurement of this phenomenon in the
open ocean has been very limited. Especially important
in this respect is measurement of the speed of breaking
events, since this is related to the spectral scale at which
wave breaking occurs and thus the scale at which dis-
sipation due to breaking acts on the spectrum. Here
we discuss measurements of various wave breaking
properties obtained in the open ocean with a novel
acoustical instrument,.

The measurement principle involves tracking of dis-
crete sound sources associated with breaking waves in
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both space and time as they travel across the ocean
surface. In this sense our observations differ from point
measurements, such as obtained by Thorpe and Hum-
pheries (1980), Longuet-Higgins and Smith (1983),
and Hwang et al. (1989). Our observations also differ
from integral descriptions, in particular observations
of whitecap coverage (Monahan and O’Muirhearataigh
1986), which is an indirect measure of breaking waves
and not so readily interpreted in terms of dynamical
properties of waves. Photographic measurements of
discrete whitecaps have also been acquired in a fetch
limited sea by Snyder et al. (1983), who were able to
measure spatial and temporal scales of whitecaps.
However, their observation area was rather limited (10
m X 10 m), and it was often difficult to collect sufficient
breaking events for statistical analysis.

Sound generated by breaking waves provides an op-
portunity for remote measurement of the wave break-
ing process, and a series of laboratory and field exper-
iments have thus been designed to test the feasibility
of this approach. Farmer and Vagle (1988) observed
ambient sound with a single hydrophone and found
that the variability of sound spectrum levels can be
related to the temporal group structure of wave break-
ing (Donelan et al, 1972). Crowther and Hansla (1993)
used an array of narrow-beam, high-frequency sonars
(10-50 kHz) to track breaking waves in a fetch-limited
sea. In the laboratory, the acoustic power radiated by
a breaking wave has been found to be proportional to
the dissipated mechanical energy due to breaking
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(Melville et al. 1988), implying that the dynamical
properties of breaking waves could also be acoustically
probed.

In this paper, we present the statistics of breaking
surface waves in the open ocean measured with a hy-
drophone array. These statistics, including breaking
event density, duration, and velocity, represent some
fundamental spatial and temporal characteristics of
breaking waves. We shall first describe the experiment
and technology, and then perform a statistical analysis
of the experimental results. The statistics are obtained
under various meteorological conditions and compared
with simultaneously measured directional wave spec-
tra. Conclusions are drawn from these observations
concerning the scale of breaking, its directionality and
relationship to the wave field parameters.

2. Experiment and technology

Our observations of ambient sound were conducted
as part of the SWAPP (Surface Wave Processes Pro-
gram) experiment, about 600 miles WNW of San Diego
(35°N, 127°W), in February/March 1990. The ex-
periment included the RP FLIP and Canadian vessel
CSS Parizeau from which we deployed a self-contained
and freely drifting hydrophone array. The array was
suspended at 25 m and used to track local breaking
waves. Two types of wave data were acquired from RP
FLIP and kindly made available to us by Dr. J. Smith
(Scripps Institution of Oceanography). These included
one-dimensional wave spectra measured with a capac-
itance wave gauge, and directional wave spectra in-
ferred from nearly horizontally oriented Doppler so-
nars. Standard meteorological measurements were also
made from FLIP and Parizeau.

The technical approach used to track breaking waves
has been discussed by Ding and Farmer (1992a), but
is summarized here for convenience. We used an array
of four hydrophones of span 8.5 m and bandwidth 5.5
kHz' to measure ambient sound. The data were digi-
tized at 11 kHz and stored on videotapes for processing.
The depth and orientation of the array were simulta-
neously measured. Acoustic signals from breaking
waves arriving at different hydrophones are cross cor-
related to determine time delays. Given the geometry
of the array and the time delays, breaking events at the
surface can be located. Cross correlations are calculated
at each successive time step, and a series of correlations
allows us to construct a two-dimensional image. Figure
1 shows correlation images for a typical event from

! The choice of this bandwidth was primarily due to computational
and instrumental limits. The instrument was designed for more com-
prehensive measurement of near-surface processes, and part of the
recording capacity had to be allocated to active sonar. It was later
realized that for frequencies higher than 2.5 kHz, ambient sound is
essentially incoherent over the hydrophone spacing (Farmer and Ding
1992) and does not contribute to tracking of breaking waves.
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four hydrophone pairs, where the horizontal axis, ver-
tical axis, and gray level (or color) represent time, time
delay, and correlation level, respectively. Additional
correlation images can be found in Ding and Farmer
(1992a), Farmer and Ding (1992), and Ding (1993).
The dark streaks correspond to higher correlations and
are associated with the breaking events as they move
across the ocean surface. Such patterns in the corre-
lation image are extracted to track individual breaking
waves by taking into account the array geometry and
depth. As discussed in detail by Ding and Farmer
(1992a), the procedure for tracking breaking waves in
space and time is carried out automatically using a
pattern recognition scheme.

Farmer and Ding (1992) show that a breaking wave
cannot be treated as a compact acoustic source if the
hydrophone array is sufficiently close to the source that
the source size, as viewed from the array, cannot be
neglected for the available acoustic bandwidth. The
finite size of a source reduces the spatial coherence of
radiated signals received at the array. Since the spatial
dimension of a breaking wave is anisotropic, with the
crosswind dimension typically being longer than the

"downwind dimension, correlation images obtained

from different hydrophone pairs also show anisotropy.
For example, it can be seen in Fig. 1 that the streaks
on hydrophone pairs 2-1 and 3-1 are more clear and
last for a longer period than on the other two pairs.
The first two pairs are therefore automatically selected
in the pattern recognition scheme to track the event.
There are, however, some events that can only be iden-
tified on one hydrophone pair. We refer to this as the
finite source dimension effect. Possible effects of finite
source dimension on measurement results are carefully
examined later.

Due to background noise and the simplicity of the
array, the detection area is limited (of radius 40 m)
and only relatively large breaking waves can be de-
tected. A statistical model is developed to allow cor-
rection for loss of small events. Occasionally, two events
will occur simultaneously within the detection area.
For well-separated events, this leads to a second peak
in the correlation function and is readily discerned in
the correlation image. If on the other hand, the events
are too close together throughout their lifetime, the
correlation peaks may not be separable. In this case
however the breaking events are likely to be dynami-
cally related and it seems reasonable to treat them as
a single event. Because of the limited detection area
and relatively large scales of detected events, multiple
events rarely occurred simultaneously in our data and
no attempt was made to assess the ability to separate
them with the present instrument. Discrimination at
this end would require a much more elaborate hydro-
phone array.

3. Statistical analysis

The hydrophone array detects sound radiated from
individual breaking events. However, as indicated



1370 JOURNAL OF PHYSICAL OCEANOGRAPHY VOLUME 24
1.2 .
6 ol
7 & |- &
0.0 1 - o ¢
_ — N
84 367 -
.g -7.2 - - —
Q72717
= T
007 5‘ . g‘
< % >
-3.61 L ot
—7.2 ! 1 T T

0 3 6
Time (sec)

9 0 3 6 9

Time (sec)

F1G. 1. Correlation images for a typical breaking wave from four different hydrophone

pairs. The horizontal axis is time and the vertical axis is time delay between hydrophones.
Dark streaks correspond to high correlation associated with the breaking event. Hydro-
phone pairs 2-1 and 3-1 show higher correlation than the other two, and are chosen for

tracking the breaking event.

above, the source locations can only be determined if
the signal rises above the background noise field, and
if in addition, it is coherent across the hydrophone ar-
ray. Whether or not a particular wave is detectable in
a given noise field depends on the source strength,
acoustical radiation pattern and range. Similarly, the
near-field problem that reduces the coherence of a
source depends on its dimension, orientation, and
range. Care is required to allow for these effects. The
statistical analysis in this section involves two aspects:
determination of thresholds used to separate breaking
events from background noise and assessment of, and
corrections for, the effects of background noise and

finite source dimension.
Rl

a. Determination of thresholds

The event identification scheme described in Ding
and Farmer ( 1992a) selects from the correlation image
those events with correlation strength above some
threshold. The determination of this threshold is im-

portant to the later statistical analysis, since too high
a value leads to needless elimination of events whereas
too low a value introduces too much noise. Therefore
we must choose this threshold optimally in some sta-
tistical sense.

If events are well separated from background, then
their statistical properties, such as their probability dis-
tributions of correlation strength, should be sufficiently
different. Let x be a random variable representing the
correlation level of events and y be that of background
noise. Assume that the probability of selecting events
is p. Then the selected correlation level, z, is given by

X with probability p
£ [ y with probability 1 — p.
This yields a distribution of z
J:z) = pf(2) + (1 = P)fi(2), (1)

where £, (x) and f,(») are the probability density func-
tions of xand y, respectively (see Papoulis 1984, p. 84).
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Figure 2 shows a sketch of £(z), f;(z), and f:(2). It
can be seen that f;(z) has two maxima, with one cor-
responding to f;(z) and the other to f,(z). A threshold
lies between these two maxima. The optimal choice of
the threshold should be the local minimum (z.) be-
tween the two distributions.

The correlation image is digitized to 16 levels and
then searched for event patterns with correlation over
some threshold. The density distribution of events is
thus obtained. Figure 3a shows the number of identified
events at different correlation levels (from dataset 3 in
Table 1). We choose the minimum at level G = 3 as
a threshold. Considering all the datasets, G = 3 is typical
at high winds (>7 m s™!) while G = 4 is selected at
lower winds (<7 ms™').

In addition to the correlation threshold, it is also
necessary to determine the minimum size of breaking
waves so as to separate breaking events from nonspe-
cific variability in the sound field. One apparent pa-
rameter is duration. In other words, we need to impose
a short duration cutoff to reduce further noise lying
above the correlation threshold. The same procedure
can also be used to choose the duration threshold. Fig-
ure 3b shows the number of events at different dura-
tions with correlation over the selected threshold, where
it can be seen that D = 4 (samples) is the optimal
choice for the duration threshold, since it appears to
separate a smoothly varying distribution from a much
larger number of short events, which are identified as
noise. This choice is typical of the data we have ana-
lyzed, though for some datasets D = 5 was chosen.

b. Incomplete measurement and correction

By incomplete measurement, we mean that the in-
strument cannot measure all the events that actually
occur. Incomplete measurement is caused by two fac-
tors. One is background noise; weak events cannot be
detected if their signal to noise ratios (SNR ) are below
a certain threshold. This also results in a position de-
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FIG. 2. Nlustrative sketch of the probability distribution (in arbitrary
units) in a two-mode model, where z, is the selected threshold; £;(z)
is shown as the solid line.
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FIG. 3. Determination of correlation level and duration thresholds.
(a) Density distribution of events with respect to correlation level,
where the level threshold is chosen at G = 3. (b) Density distribution
with respect to duration for events with correlation level above the
selected threshold. The duration threshold is at D = 4 samples (cor-
responding to 0.34 s).

pendence of the measured breaking duration. The sec-
ond factor is the finite source dimension effect men-
tioned earlier. Incomplete measurement biases the re-
sulting statistics, and thus must be corrected to some
extent. To explain the problem conveniently, we define
the following concepts:

Detectability: An event is detectable if it can be seen
on any hydrophone pair.

Locatability: An event is locatable if it can be seen
on more than one hydrophone pair.

Trackability: An event is trackable if it can be seen
on more than one hydrophone pair and its duration is
long enough that its motion can be tracked.

1) DETECTABILITY

Detectability is determined by received signal inten-
sity, background noise, and the required SNR threshold
for detection. Received intensity depends on the
acoustic strength of a breaking wave and the distance
from the wave to the array. Background noise depends
on the environment and the required SNR threshold
is fixed once the event detection algorithm is chosen.
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Detectability of events is described in terms of detection
probability, which is derived in appendix A.

One of the important breaking wave parameters is
event density, that is, the number of events in a unit
area. It is shown in appendix D that the number of
events in a selected area can be derived from the num-
ber of detectable events in the area and the detection
probability.

2) CORRECTION OF DURATION

Because of the background noise, the breaking du-
ration measured from the correlation image is depen-
dent on the event position. That is, a distant event
“looks” shorter than a local one even if they have equal
durations, because the intensity detected for the distant
event is weaker. A maximum likelihood (ML) esti-
mator has thus been developed to correct the measured
duration for the range dependence, the details of which
are given in appendix B.

3) LOCATABILITY AND TRACK ABILITY

Determination of event density requires determi-
nation of the number of detectable events in an “ob-
servation” area within the detection area. However,
due to the finite source dimension effect, some of these
detectable events may not be locatable. Nevertheless,
from the correlation images, we can determine the ratio
of the number of locatable events to that of detectable
events within the detection area, which will be called
the “locatability ratio.” This ratio, however, will be
used in the observation area, which is enclosed by the
detection area, since most of the lost events due to the
finite source dimension effect are expected to be rela-
tively close to the hydrophone array. More distant
events would subtend a smaller angle and thus be more
readily locatable if they rise above the background
noise. The locatability ratio obtained in an observation
area can thus be considered approximately equal to
the ratio obtained in the detection area. Therefore, the
number of detectable events in the observation area is
obtained from the number of locatable events and the
locatability ratio.

Trackability is equivalent to locatability except that
it requires a longer duration for tracking. Therefore,
events with observed durations shorter than a threshold
cannot be tracked. In addition, if the event is too far
away, it may not be possible to track it due to larger
tracking errors occurring at greater distance. The pro-
portion of trackable events is normally 80% of locatable
events.

¢. Effects of incomplete measurement on the
distribution of breaking parameters

Incomplete measurement not only leads to an un-
derestimate of the total number of events but may also
affect the overall distribution of breaking parameters.
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Here we discuss the possible effects of incomplete mea-
surement on the distributions of two parameters: event
speed and duration.

1) BACKGROUND NOISE

Consider first the effect of background noise. To
model its effect, we assume that the background noise
results mainly from the contributions of breaking waves
randomly and uniformly distributed at the ocean sur-
face. It is recognized that there may be some process,
for example, modulation of surface waves by Langmuir
circulation, that could introduce a nonrandom influ-
ence on the spatial distribution of breaking. To examine
this problem, we show in Fig. 4 the locations of detected
breaking events superimposed for a period of 30 min
(using dataset 22), where no obvious departure from
uniformity is seen to emerge. However, it must be rec-
ognized that over this 30-min period, it is most unlikely
that a stationary pattern of circulation would exist
around the instrument. In the absence of simultaneous
measurements of the local flow variability it is not pos-
sible to assert unequivocally that the spatial distribution
of breaking is truly random. Nevertheless, given the
available information, this assumption seems reason-
able and we proceed on this basis to derive a model to
evaluate the effect of noise (see appendix C). It is shown
that background noise masks smali-scale breaking
events and therefore affects the distributions at lower
values. It imposes a small-scale cutoff on our mea-
surements of breaking waves. For example, the lowest
event speed and shortest duration detectable in dataset
3 (Table 1), which was collected at a wind speed of
9.9 m s}, are estimated in appendix Ctobe 1.8 m s~
and 0.5 s.

2) FINITE SOURCE DIMENSION

Finite source dimension may also affect the calcu-
lated distribution of breaking parameters. Figure 5

60

il Dataset 22
L T RN j’ T
40 20 0 20 40 60

-60
X-axis (m)

FiG. 4. Positions of detected breaking waves relative to the
hydrophone array superimposed for a 30-min period (dataset 22).
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large fluctuations are possibly due to fewer events at greater duration.

shows the locatability ratio as a function of measured
event duration (without the ML correction described
in appendix B). The ratio increases rapidly from 10%
to 70% as the duration D increases from 0.2 s to 0.6 s.
The low locatability for D < 0.6 s can be explained as
follows: the detected events below this scale contain a
considerable amount of noise because of low source
intensities so that the number of detected events is
larger than it should be. The noise, however, is unlikely
to appear simultaneously on two hydrophone pairs and
is thus filtered out from located events determined us-
ing two hydrophone pairs. As a result, the locatability
ratio is reduced. For D > 0.6 s, the ratio fluctuates
between 60% and 100% with a mean value of 70%.
These large fluctuations are due to fewer events at
greater duration (the number in each bin is 50-60 for
D < 0.6 s and 10-30 for D > 0.6 s) and do not show
an intrinsic dependence on the duration.

For a uniform position distribution of events, D
= 0.6 s corresponds to a mean duration of 1.15 s with
the maximum likelihood correction. Above this scale,
we do not expect the duration distribution to be se-
verely affected by finite source dimension. Below this
scale, the locatability ratio is contaminated by noise,
which is difficult to evaluate. Nevertheless, our primary
concern is the mean scale of breaking, which is better
represented by event speed.

The effect of finite source dimension on the speed
distribution can only be addressed indirectly, due to
the inability to obtain the speed of nonlocatable events
that can only be detected on one hydrophone pair. The
only information about nonlocatable events available
for such analysis is time delay of signals between hy-
drophones, and we can calculate the rate of change of
the time delay for each source as it moves through the
field of observation. This rate depends on the velocity
and position of the breaking event. If it is assumed that
the positions of breaking events are uniformly distrib-
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uted, the probability distribution of the rate of change
is determined by the event velocity. Therefore, we cal-
culate the rate of change for nonlocatable events that
can be detected on the hydrophone pair oriented in
the wind direction. This pair usually has most of the
nonlocatable events, since it is more nearly perpendic-
ular to the wave crest and thus detects more coherent
signals (Farmer and Ding 1992). The apparent speed
distribution for the nonlocatable events (using dataset
3 in Table 1) is shown in Fig. 6a compared with the
distribution for the trackable events in Fig. 6b. Al-
though the details of these distributions differ, the
dominant speeds are similar. Therefore, on the basis
of this limited information, we conclude that the finite
source dimension effect does not selectively eliminate
breaking events at a particular speed and that the speed
distribution is not significantly modified.

The dataset used in this example was acquired at a
relatively steady and high sea state. Incomplete mea-
surement is not expected to affect calculation of break-
ing wave distributions at scales greater than the scale
described here.

4. Results

Our observations consist of 23 datasets during 4 de-
ployments of the hydrophone array, over the period of
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7-14 March 1990 (Fig. 7). Wind velocity was measured
every minute by a Vector Averaging Wind Recorder
(VAWR) on FLIP, at about 22 m above the water.
Air and sea surface temperatures were also measured.
Table 1 shows wind and wave conditions for each
acoustic dataset we analyzed, where the wind speed
was averaged over one hour enclosing the period of
the dataset, and has been adjusted to a standard 10 m
height using the air-sea temperatures listed in Table
1. The adjusted wind speeds are used in the subsequent
analysis. For each acoustic dataset, breaking event sta-
tistics were obtained in an area of radius 30-40 m and
over a period of 30 min (except datasets 15 and 19,
which are 15 min), and the number of events in each
dataset is normally between 350 and 700, depending
on the sea state. The results are given in Table 2.

a. Definition of breaking wave properties

Our observations are used to derive statistical results
for three different properties: breaking event density,
duration, and velocity. Event density (Q) is defined as
the number of events per unit area per unit time. It
can be determined by the number of detectable events
in a selected observation area and the detection prob-
ability of events. The number of detectable events is
obtained by dividing the number of locatable events
by the locatability ratio. This ratio ranges from 65% at
higher winds (14 m s™') up to 85% at lower winds (6

m s~!). The detection probability depends on the re-
quired signal to noise ratio, which can be estimated
from the data. The estimation of event density is dis-
cussed in appendix D.

Event duration is obtained by comparing the
measured durations in the correlation images from
all possible hydrophone pairs and choosing the long-
est; this value is corrected with the maximum like-
lihood estimator. Event velocity however is directly
measured without necessity of correction and is rel-
ative to the instrument, which is considered station-
ary relative to the surface drifting layer since it drifted
at approximately the same speed as the layer (Ding
and Farmer 1992a). Downwind dimension Lp, de-
fined as the distance a breaking event travels, is given
by the product of event speed and duration; that is,
Lp = vD. The duration distribution of locatable
events and the velocity distribution of trackable
events can also be obtained in the same observation
area as above.

From these properties, we also evaluate the mean
spacing between breaking waves. Consider an obser-
vation area S where there are N breaking events with
mean spacing ;. Then S ~ NI % when N is large and
the area of breaking events is small compared to / 2
Given breaking density Q as defined above, the number
of events occurring in S and during the mean lifetime
D, is N = ODS. Therefore, the mean spacing can be
estimated by
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TABLE 1. Wind and wave conditions for the SWAPP data. W), and 8,,: wind speed at 10 m and wind direction; 7; and §,: period and
direction of the swell; T, and 8,: period and direction of the peak wind wave; 8: slope of the elevation spectrum,; ¢,,: water temperature; Z,:
air temperature. Starting times and dates of the datasets are also given in UTC. The directions are relative to truth north (toward).

Date Time Wio 8., T, 8, T, 6, t le
Dataset (mo/day) (UTC) (m™) (deg) (s) (deg) s) (deg) 8 °O) (§®)]
1 03/07 2246 13.7 170 10.7 129 4.92 125 —5.89 13.02 11.38
2 03/08 0201 13.5 186 9.1 134 5.20 146 —6.00 12.94 10.27
3 03/08 0446 9.9 191 10.7 131 7.68 144 -5.21 12.94 9.48
4 03/08 0701 7.7 191 10.7 133 5.48 164 —5.78 12.93 9.48
5 03/08 1001 10.2 178 10.7 135 7.10 147 -5.75 12.85 9.67
6 03/08 1531 10.2 176 12.0 136 6.86 155 —5.56 12.80 9.33
7 03/08 2201 10.5 172 10.1 142 5.49 152 —-5.21 12.84 9.79
8 03/10 0301 8.4 131 12.8 149 5.20 122 -5.05 12.83 13.13
9 03/10 0846 8.4 117 12.8 144 4.47 116 —-5.02 12.80 13.13
10 03/10 1231 9.0 119 1.3 145 5.60 123 —-4.76 12.95 13.07
11 03/10 1701 10.0 136 12.8 139 4.50 123 -5.67 13.10 12.98
12 03/11 0101 13.8 149 12.0 132 6.62 115 -5.17 13.87 11.92
13 03/11 0501 13.6 155 12.8 130 6.40 134 —5.63 13.87 10.96
14 03/11 0701 12.4 151 10.1 135 7.11 135 ~5.37 13.80 10.17
15 03/12 0901 9.5 159 10.7 134 5.30 147 —5.54 13.18 10.65
16 03/12 1201 9.9 170 8.7 128 5.60 143 —5.54 13.17 11.03
17 03/12 1501 9.1 178 13.7 141 4.00 153 -5.57 12.88 11.03
18 03/12 1701 6.6 181 13.7 141 4.00 153 —5.57 12.87 11.16
19 03/12 2001 44 183 12.8 138 3.15 179 -6.34 12.92 11.00
20 03/13 0701 49 155 12.0 142 3.56 164 -5.60 12.77 10.83
21 03/14 0801 5.9 73 10.7 129 2.74 66 —-6.43 12.80 12.20
22 03/14 1031 6.1 70 10.1 129 3.10 68 -6.75 12.75 12.38
23 03/14 1215 5.8 80 10.1 126 3.20 64 —6.34 12.75 12.70
_ 1 b. Wave spectra
i~ —=. (2)
VOD Directional wave spectra measured with Doppler

Note that this is an overall average and independent
of direction.

It is also of interest to calculate a property that is an
acoustic analog of whitecap coverage. We define “active
acoustic coverage™ as the fraction of the sea surface
swept by active acoustic events during their lifetime.
The mean area swept by each individual event is given
by € = LpL., where L, is the cross dimension. Bort-
kovskii’s data (1987), obtained photographically, show
that the correlation coefficient between the downwind
dimension and crosswind dimension of whitecaps var-
ies from 0.15 to 0.78 in the Southern Ocean and from
0.28 to 0.85 in the tropics, but that this correlation is
rather scattered, showing no clear dependence on the
wind speed and the whitecap size. Due to scarce in-
formation about the correlation, we assume for this
calculation that the crosswind dimension is indepen-
dent of the downwind dimension; better estimation of
¢ could be achieved with further development of the
measurement technique. The mean crosswind dimen-
sion of a breaking wave is estimated by Bortkovskii to
be twice the mean downwind dimension; that is, €
= 2L %. Then acoustic coverage as a fraction of the sea
surface is given by

3)

sonars are limited to waves of period longer than 2 s
(A = 6.42 m). These data are in the form of the velocity
spectrum V(w, ), but can be transformed to the ele-
vation spectrum or acceleration spectrum by multi-
plying V' (w, 8) by w2 or w?. The frequency spectrum
can be obtained by integrating the directional spectrum
with respect to the angle:

2w

Viw) = Vi(w, 8)db.

For a directional spectrum, the direction of waves at
frequency w is defined as

#(w) = tan hw)’ (4)
where
27
a(w) = V(w, 8) sinfdé,

27

b(w) = V(w, 8) cosbdd,

and 4 is with respect to true north. Figure 8a shows an
example of the velocity spectrum at a 9.9 m s~! wind
speed (dataset 3 in Table 1), in which there is a swell
component at 11 s. [ These sonar spectra were derived
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using a more complicated approach than the standard
Fourier transform method, and calculated confidence
intervals are not yet available (J. Smith 1993, personal
communication).] For all the available spectra, the
swell has a period of 10-13 s for § between 120° and
150°. A second peak at 7.68 s in Fig. 8a can also be
identified, which is believed to correspond to the dom-
inant wind wave component. The velocity spectrum is
shown here since the Doppler sonar directly measures
particle velocity. Transformation of the velocity spec-
trum to the elevation spectrum, which is more typically
used in wave studies, renders the second peak less
readily distinguishable in this example. At higher winds,
separation of the dominant wind wave peak is not al-
ways obvious. In these cases, we use the wind history
as an additional reference: if the wind has been blowing
steadily for more than 6-8 hours, then the sea state is
considered steady, and we choose the dominant peak
whose corresponding phase speed does not exceed the
wind speed.

Spectra at lower winds show better defined dominant
wind wave peaks, for example, in Fig. 8b for dataset
22 (datasets 21 and 23 also have a clear wind wave
peak). The peak period in this case is 3.1 s. The peak
period ( 7,) and direction (6,) for each dataset are listed
in Table 1. In general, the velocity spectral peak differs
by less than 8% from the elevation spectral peak if both
are identifiable.

We can also determine the slope of the spectrum for
~ wind waves, s, defined by
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V(w) ~ o’

The slope was calculated by linear regression using the
logarithm of the spectrum in the wind wave region
between the second peak and the high-frequency cutoff.
The slope of the elevation spectrum is then given by 8
= —2 + 5. The elevation spectral slope is also included
in the table for reference.

¢. Breaking event density

Previous results on breaking wave properties such
as whitecap coverage are generally expressed in the
form of a power law. In the following presentations of
our results, we use a log-log display in order to facilitate
comparison. Figure 9a shows breaking event density
as a function of wind speed from the SWAPP data
(solid circles). The event density lies in the range of
0.2-1.1 (X103 m™2s™!) for these data. It is interesting
to see that, although scattered, the density actually de-
creases with increasing wind. A likely explanation
would be that the dominant breaking wave scale in-
creases with increasing wind, resulting in a decrease in
the total number of breaking waves detected per unit
observation area. Note that due to background noise,
the instrument can only detect discrete and relatively
loud noise sources, which are believed to be associated
with dominant breaking waves. Therefore, this expla-
nation only applies to larger breaking waves. As pointed
out by one of our reviewers, small breakers that might
be detected at lower winds may not rise above back-

TaBLE 2. Breaking wave statistics from the SWAPP data. O event density; D.: event duration; V,: event speed; 8,: event direction of
motion; Lp: downwind dimension; ¢,,: mean breaking wave speed; 8;,: mean breaking wave direction; m,: the fourth moment of the

spectrum. The directions are relative to true north (toward).

0(x107%)

[/ L,

De Ve e Ebr abr mq
Dataset (m™2%s7") (s) (ms™) (deg) (m) (ms™!) (deg) (m s7%)?
1 0.551 1.71 4.67 162 9.61 5.38 136 0.501
2 0.311 1.71 5.48 181 11.49 6.99 152 0.699
3 0.246 1.69 5.39 170 11.41 6.55 163 0.606
4 0.422 1.64 498 192 10.63 6.22 172 0.572
5 0.378 1.55 5.06 183 10.67 5.84 170 0.539
6 0.426 1.41 4.65 183 8.31 5.56 174 0.445
7 0.429 1.70 4.63 176 9.79 4,72 171 0.311
8 0.643 1.51 3.81 125 7.36 4.37 116 0.295
9 0.553 1.40 4.25 92 8.09 4.80 105 0.391
10 0.516 1.44 4.43 107 8.32 4.49 102 0.313
11 0.382 1.56 4.59 134 8.30 493 123 0.424
12 0.289 1.78 5.46 137 11.54 5.97 127 0.569
13 0.303 1.61 5.39 150 C11.17 6.26 139 0.630
14 0.337 1.79 5.31 144 12.00 6.39 137 0.635
15 0.818 1.49 4.58 160 8.83 5.31 149 0.447
16 0.381 1.44 4.46 157 7.87 5.19 150 0.432
17 0.678 1.37 4.40 177 7.57 5.30 162 0.397
18 0.529 1.40 3.88 182 6.53 5.30 162 0.397
19 0.656 1.42 3.74 181 6.17 5.86 168 0.410
20 0.720 1.18 3.34 167 4.68 4,75 168 0.233
21 1.063 1.29 3.18 61 4.44 3.75 62 0.186
22 0.770 1.40 3.30 55 5.54 3.90 58 0.231
23 0.688 1.30 3.32 64 5.10 4.08 61 0.245
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FI1G. 8. Velocity spectrum measured by the Doppler sonar on RP
FLIP for (a) dataset 3 and (b) dataset 22 in the table. The arrows
show the swell and the peak wind wave component. The solid curve
indicates the slope of the spectrum in the wind wave region.

ground noise (which increases with wind speed ) or may
become too numerous to be detected at higher winds.
Smaller breakers and particularly microbreakers may
occur so often that they blend together into continuous
sources at strong winds and may also be modulated by
underlying longer waves as suggested by Zedel and
Farmer (1994).

Snyder et al. (1983 ) measured breaking wave density
with a camera over the wind speed range 2-8 m s~ !.
We plot their results (stars) together with our results
for comparison. It can be seen that their data are con-
siderably more scattered, especially at winds between
6 and 7 m s~!, possibly because they were collected in
a fetch-limited sea where waves were still developing
or there were fewer events collected for statistical anal-
ysis. Nevertheless, there is overlap between these two
datasets at winds between 4 and 7 m s™', although
they were acquired with different techniques. The event
density is also plotted in Fig. 9b against the inverse
wave age, W,/ C,, where Wy, is the wind speed at 10
m and C, the dominant wave phase speed obtained
from T, in Table 1. Our data show no significant de-
pendence on the wave age, possibly because the sea
states were essentially fully developed. The data of
Snyder et al. have a tendency toward increased density
with inverse wave age apparently due to the fact that
their data were acquired in a fetch-limited sea.
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d. Event velocity and duration

Figures 10a-c show the speed distribution of track-
able events at wind speeds of 6.1, 10.0, and 12.4 m s™'
(datasets 22, 11, 14), where the arrow indicates the
mean speed, which increases with the wind but is sub-
stantially less than the wind speed. It can be seen that
the distribution is narrower at lower wind speeds, and
spreads as the wind increases. As discussed in section
3¢, the incomplete measurement of the instrument has
no significant effect on the speed distribution at scales
above 1.8 m s™! for high sea states (Fig. 10c). For a
lower sea state as in Figs. 10a (dataset 22), this scale
decreases to 1.1 ms™'.

Figures 11a—c show the corresponding distributions
of event direction of motion, which are seen to be gen-
erally aligned with the wind direction. The mean event
direction is defined as

6, = tan™!

, (3)

c:|||
% I

where v, and v, are the mean x and y components of
the event velocity. This value is 55°, 134°, and 144°
for these examples, compared to their corresponding
wind directions, which are 70°, 136°, and 151°, re-
spectively.
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FIG. 9. Breaking event density versus (a) wind speed at 10 m, and
(b) inverse wave age. The solid circles represent the SWAPP data
and the stars are from the data of Snyder et al. These data are plotted
on a log-log scale.
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Figures 12a~c show the duration distribution of lo-
catable events for the same data as above. Comparing
with Fig. 10, we can see that the duration distribution
is more asymmetric, showing higher densities on the
left and a longer tail on the right. Similar to Fig. 10,
the duration distribution is broader as the wind in-
creases. In section 3c, it is estimated that the duration
is not severely affected by incomplete measurement
for scales above 1.15 s. _

Figure 13a shows mean event speed against wind
speed. The mean event speed is approximately 0.7 of
the wind speed at 5.0 m s~ and drops to 0.4 at 14.0
m s~ !. (There will be more discussion on this issue in
section 5.) Since small events may be lost due to back-
ground noise, the mean event speed (and also duration
and downwind dimension below) is expected to be
larger than the true value. This problem is addressed
in appendix C.

In Fig. 13b, we show the dependence of mean du-
ration on wind speed. The mean duration ranges from
12sat5.0ms 'to 1.7 sat 14 ms™!, and increases
with the wind speed. Snyder et al. (1983) observed that
the duration of whitecaps was of order 0.5 s for wind
speeds from 2 to 8 m s™!. Wu (1992) has suggested
that this lack of wind dependence may arise because
their measurements were made in a fetch-limited sea;
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normalization of their data by the dominant wave pe-
riod shows a dependence on the wave period.

e. Downwind dimension

Figure 13c shows the dependence of mean down-
wind dimension on wind speed. Although there is con-
siderable scatter, these data can be fitted using linear
regression to a power of 0.79 dependence (the resulting
power has a deviation of 0.1). Previous observations
of the downwind and crosswind dimensions of white-
caps in the Southern Ocean and tropical ocean are
given in Bortkovskii (1987). Although the data are
scattered, the characteristic length, defined as s
= VLpL., appears to be well approximated by a power
of 0.75 dependence on the wind speed (Wu 1992),
which is comparable to our present result in Fig. 13c.
However, the downwind dimension determined from
our data is considerably larger (2-4 times) than that
given by Bortkovskii. This is discussed in section Sb.

f- Mean spacing and active acoustic coverage

The dependence of mean spacing and of active
acoustic coverage on wind speed are shown in Figs.
13d and 14, respectively. The mean spacing has an
increasing trend as the wind increases, varying from
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FIG. 11. Event direction distribution for the same data as in Fig.
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about 30 m at a wind speed of 4 m s™! to about 45 m
at 14 m s™!. The active acoustic coverage, varying from
4% to 14% for the same wind speeds, shows a nearly
linear dependence on the wind speed (a power of 1.03
with a 0.19 deviation). This is unlike the 3.75 power
relation between whitecap coverage and wind previ-
ously obtained by Wu (1979), but consistent with the
observations of active whitecap coverage by Bortkovskii
(1987), who distinguished between the active breaking
crest of waves and the foam produced by the breaking
crest. The explanation is that previous whitecap ob-
servations usually include both active whitecaps and
foam, thus resulting in a much more rapid increase
with wind. Our acoustic observation is derived from
the sound radiated primarily by active breaking crests
where bubbles are injected, and is therefore more con-
sistent with Bortkovskii’s measurements of active
whitecap coverage. Note that our acoustic coverage is
significantly larger than his whitecap coverage (below
5% for the same wind speeds), apparently due to the
different observation techniques, as discussed in section
5b. Nevertheless, the absolute magnitude is not what
we are seeking here. It is the dependence on the wind
speed that is of interest.

Wu (1992) derived a wind dependence of mean
spacing between whitecaps, which is nearly inverse

7 —1.07
ls ~ UlO ’
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FIG. 13. Event statistics versus wind speed at 10 m. Data are plotted
on a log-log scale. The straight lines are the linear regression of the
data. (a) Mean event speed, slope = 0.45; (b) mean duration, slope
= 0.27; (¢) mean downwind length, slope = 0.79; and (d) mean
spacing, slope = 0.27. A 90% confidence interval is also shown for
each data point.

instead of an increasing dependence as in our data.
The power dependence of whitecap dimension on wind
used by Wu was 0.8, close to that in Fig. 13c. Thus,
the difference in the wind dependence of mean spacing
is clearly caused by the use of the higher power (3.75)
dependence of whitecap coverage on wind.

Active Acoustic Coverage (%)

N’

Wind Speed ( ms 1

F1G. 14. Dependence of active acoustic coverage on wind speed
at 10 m. Data are plotted on a log-log scale. The straight line is the
linear regression of the data; slope = 1.03. A 90% confidence interval
is also shown for each data point.
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5. Discussion
a. The scale of breaking

To describe the characteristics of wave breaking, it
is useful to have some measure of the breaking scale.
Phillips (1985) suggested the use of the velocity of
breaking waves as a measure of the breaking scale since
it is a well-defined parameter; it is often difficult to
define an unambiguous parameter from the local sur-
face configuration at one given instant or from the time
history at one given location. Qur observations provide
direct measurement of this velocity, which will there-
fore be used as a measure of the kinematic scale of
breaking in the subsequent discussion.

It has been observed in the preceding section that
the measured speed of breaking events is 0.4-0.7 of
the wind speed. In a fully developed sea where the
dominant wave phase speed C, is close to the wind
speed, this result implies that the mean breaking event
speed is considerably smaller than C,. In the absence
of underlying longer waves, bubbles injected by break-
ing waves are advected at the particle velocity near the
crest, which is close to the phase velocity. This has
been observed in a fetch-limited sea by detecting bub-
bles generated by wave breaking with active sonar
(Thorpe and Hall 1983). Since sound is believed to be
generated by bubble formation, acoustic sources as-
sociated with breaking waves at some frequency should
travel at a speed close to the phase speed, at least at
the stage of active breaking. The fact that the mean
event speed in a broadband wave field is considerably
smaller than C, implies the importance of higher-fre-
quency components, since breaking waves with higher
frequencies travel at smaller speeds than the dominant
wave.

Let us assume that the travel velocity of breaking
waves at some frequency is equal to the corresponding
phase velocity. It is desirabie to derive from the wave
spectrum some mean velocity comparable to the mean
event velocity. The probability of wave breaking [see
Eq. (9) below] derived by Snyder and Kennedy (1983)
depends on the fourth spectral moment, which is phys-
ically the variance of downward acceleration. There-
fore, it is not unreasonable at this stage to weight the
contribution from each component with the acceler-
ation spectrum to derive the mean velocity; this yields
reasonable results as seen below, although further
theoretical work is needed to develop a more realistic
approach.

In the linear approximation, the Lagrangian and
Eulerian accelerations are equivalent. We can therefore
derive the acceleration spectrum from the velocity
spectrum using

A(w, 0) = 0V (w, 8).
The mean speed of breaking waves is defined as

& = 7:; [ c(w)A(w)do, 6)
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where
2
A(w) = A(w, 0)do
and

m4=fw2A(w)dw (7)

wi

is the fourth moment of the elevation spectrum or the
variance of vertical acceleration between w; and w,,
and c¢(w) is the phase speed at frequency w. The mean
direction of motion is defined as

abrztan_l%a (8)

where

W) 2
a= J‘ c(w) A(w, 8) sinfdfdw
0

w1

Wy 2w
b= c(w) A(w, 8) cosfdidw.
0

wy

Each of the parameters m, ., and 8,,, is obtained by
integrating the acceleration spectrum from the domi-
nant peak to the high-frequency cutoff. The results are
included in Table 2 for comparison. It can be seen that
V. is close to, but slightly smaller than, ¢, (75%-95%
of Cp,).2 The difference can be explained in part by the
fact that our instrument is able to measure breaking
events with speeds down to 1.5 m s~! (Fig. 10), much
smaller than the high-frequency cutoff of the Doppler
sonarl (0.5 Hz corresponds to a phase speed of 3.12
ms’ ).

We therefore conclude that the observed mean event
speed is an average result of the contributions from
different wave components in the spectrum. It is of
interest to compare the mean breaking scale ( V,) with
the dominant wave scale (C,). Figure 15a shows the
mean event speed normalized by C, (obtained from

2 Long-wave advection should be examined here. As mentioned
earlier, the measured velocity is relative to the instrument, which is
stationary relative to the mixed layer. In the presence of underlying
swell, ¢, is the phase speed in the moving medium, which in this
case is the current induced by the swell. Swell typically has a period
of 10-13 s for the datasets (Table 1), and the amplitude is estimated
from the pressure sensor and accelerometer on the instrument to be
of order of 1.35 m. Taking a swell period of 10 s, which gives the
largest correction, yields a particle velocity uo = 0.85 m s™'. Consider
dataset 21 in Table 1, for which the mean event speed is the smallest
(3.18 m s~!) and the angle between the event velocity and swell is
68°. The event speed relative to the moving medium is therefore

Vi=V,—uycosf =285ms™!

at most, some 10% smaller than the absolute speed. Note that the
instrument is also moved by the orbital velocity of the swell, but the
motion is in phase with the advection at the surface. The above es-
timate therefore represents an upper bound on the error.
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T, in Table 1). It is seen that ¥, is about 75% of C, at
lower C, (4 m s™") and decreases down to 45% as C,
increases to 12 m s™!. This decreasing trend can be
explained as follows: since the instrumental cutoff for
measurement of event speeds is fixed (of order 1.5
m s!'), as the dominant wave phase speed C, decreases,
the frequency range over which the wave components
are averaged [as in Eq. (6)] becomes smaller, and thus
the resulting mean event speed is closer to C,.

Two recent studies have examined possible scales of
breaking waves that supply wave energy to the mixed
layer. Thorpe (1993) used laboratory measurements
of wave energy dissipation rate in quasi-steady breaking
waves and field observations of wave breaking fre-
quency to estimate total energy loss due to breaking,
and found that if the dissipated energy were to support
the turbulent energy in the mixed layer, the breaking
scale (phase speed) would be 25% of the dominant
scale. Melville (1993), however, found this ratio would
be 63% if laboratory measurements of dissipation rate
in spilling unsteady breaking waves (which is lower
than in quasi-steady waves for the same scale) were
used (he also assumed a thinner surface layer with a
higher dissipation rate). While microbreakers may be
quasi-steady, unsteady breaking waves seem more re-
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alistic in the open ocean, especially for larger-scale
breaking waves. Melville’s argument for unsteady
waves appears to be consistent with our observations,
which show the ratio is 45%-75%. Thorpe’s estimate
would probably be important for small-scale breakers,
which are difficult to detect with our present approach.

b. Normalization by the breaking scale

As discussed above, the mean kinematic scale (¥,)
may be equated to wave phase speed, which can be
used to infer the corresponding time scale (period 75,)
and length scale (wavelength ;) via the dispersion
relation for surface gravity waves. We may then use
these scales to normalize the observed breaking wave
statistics.

Figure 15b shows the ratio of the mean breaking
duration to the mean breaking period 7%,. The mean
duration is 45%-65% of 7Tp,. Wu (1992) normalized
the results of Snyder et al. on the whitecap duration
by the dominant wave period, resulting in a ratio gen-
erally below 25%, which is much smaller than our data.
Thorpe and Hall (1983) found that individual breaking
waves that vigorously entrain bubbiles at their crest last
for 30%-50% of the wave period. Since the sound from
breaking waves is generated mainly by the entrained
bubbles, Thorpe and Hall’s results are closer to our
results than to the results of Snyder et al. As mentioned
in the preceding section, the downwind length and
coverage of whitecaps observed from aircraft or ship-
board are significantly smaller than our acoustical ob-
servations. We attribute the difference between the
acoustical and optical results to the different measure-
ment techniques; it is possible that the weaker stage of
air entrainment that cannot be observed at a distance
with photographic techniques is nevertheless acousti-
cally detected with hydrophones. Updegraff and An-
derson (1991) used a video camera and a hydrophone
array placed very close to the sea surface (1 m) to ob-
serve microbreakers, and found that the microbreakers,
although difficult to see at a greater distance, can ac-
tually generate detectable sound even at very low wind
speeds. Since acoustical radiation is intrinsic to the
breaking process, we consider it a more reliable signal
of wave breaking than the visible manifestations such
as whitecaps identified in photographic observations.

Figures 15¢—d show downwind dimension and spac-
ing normalized by the mean wavelength ();). The
normalized downwind dimension is more scattered
than the normalized duration, varying between 60%
and 75% of A,,. The mean spacing is seen to drop from
5 to 2 times A, as the wavelength increases from 10 m
to 25 m. The decrease of normalized spacing with in-
creasing wavelength would imply an increase of the
breaking probability with the breaking scale.

¢. Direction of motion of breaking events

The event direction of motion (8,) in Table 2 is scat-
tered in relation to the mean breaking wave direction
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(6,,) and wind direction (6,,). There are in general,
however, three cases in which these three directions
are related, as sketched in Fig. 16. The first is where
these three directions are close (within £10°; Fig. 16a).
The small difference in the wave and event directions
is likely due to the fact that the sonar cutoff is not high
enough to include the smallest waves observed by the
hydrophone array. In the second case, the wave and
event directions are close but the wind direction is sig-
nificantly different (e.g., dataset 3; see Fig. 16b). This
behavior may be caused by the delay of waves in re-
sponse to a change in wind direction. There is, however,
a third case in which although the wave direction falls
behind the wind direction, the event direction appears

~ to follow the wind direction (e.g., datasets 1, 2, 4, 17,
19; see Fig. 16¢). This phenomenon implies that wind
action may affect the direction of motion of breaking
events but this effect depends also on the history of
wind and waves. A better understanding of this phe-
nomenon would require a careful examination of the
time history of wind, surface waves, and breaking event
statistics, which is beyond the scope of this paper. For
all these datasets, swell is seen to have no clear impact
on the event direction, since, as we discuss above, the
breaking scale is not small enough that advection by
swell has a significant effect.

The direction of events at different scales provides
more details of the directivity of breaking waves. Figure
17 shows the mean direction of breaking events as a
function of event speed for dataset 1, together with the
corresponding wave direction as a function of phase
speed, as given in Eq. (4). The horizontal line is the
wind direction. The event direction for speeds between
3-6 m s~ ! is seen to follow the dependence of the wave
direction on phase speed, but has an offset from the
wave direction possibly due to the effect of wind action.
The event direction at high speeds appears more un-

N N
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FIG. 16. Examples of the relationship between the mean direction
of motion of events, the wave direction and the wind direction in
three cases: (a) the three directions are basically aligned (dataset 7);
(b) the wave and breaking event directions are close, but the wind
direction is different (dataset 3); and (c) the event direction and
wind direction are close but the wave direction is different (dataset
1). 8,,: wind direction. 8,: breaking event direction as defined in Eq.
(5). 8,,: wave direction as defined in Eq. (8); angles relative to true
north.
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FiG. 17. Mean direction of motion for events against the event
speed. The solid line is the wave direction as a function of phase
speed, calculated using Eq. (4) and plotted in the same scale as the
event speed for comparison. The horizontal dashed line is the wind
direction. ’

certain, because the number of events is smaller re-
sulting in more statistical fluctuations.

d. Breaking probability

Previous theoretical and statistical studies of wave
breaking have focused on the probability of breaking
given a certain breaking criterion, either the steepness
criterion (Ochi and Tsai 1983) or the acceleration cri-
terion (Snyder and Kennedy 1983). Laboratory ex-
periments (Ochi and Tsai 1983; Hwang et al. 1989)
have also been carried out to test these theoretical
models. It was found that by choosing an appropriate
breaking threshold, the models generally agree with the
experiments.

The Snyder and Kennedy model gives an expression
for the breaking probability at any point on the surface:

P, =1 —%erf( (9)

ag )
\/im4 ’
where my is the fourth moment of the spectrum, and
erf(x) is the error function. The breaking threshold «
is defined such that a point is considered to break when
its downward acceleration exceeds ag, with g being the
gravitational acceleration. This probability is equivalent
to the fraction of the sea surface covered by breaking
water. Figure 18 shows the active acoustic coverage
(from Fig. 14) as a function of m3', where my is cal-
culated from the directional wave spectra using Eq.
(7). Equation (9) is fitted by least squares to these data
to choose «, which was found to be 0.082. This value
is extremely low compared with the one found in the
laboratory by Ochi and Tsai (0.40) and that found by
Snyder et al. (1983) in a fetch-limited sea (0.25-0.4).
The low value of « partly reflects the sensitivity of the
acoustic system to detection of breaking processes that
do not show up for the same duration, or as often, as
in other types of data. An additional factor is that m,



JUNE 1994
10°3 L i E I s B Sy B
] ®  Obscrvation ]
g ] Model ]
2 1 4
S i J
g
A
% 10" 3 E
7 a
& ] 1
102 — T x T T T 1 T
1 2 3 4 5 6

Inverse Fourth Moment m 4'1 (ms 2 ) 2

FIG. 18. Breaking probability measured as active acoustic coverage
(as in Fig. 14) versus the inverse fourth moment determined from
the sonar spectra. The solid line is the breaking probability predicted
by the Snyder and Kennedy model (1983), given the same fourth
moment and « = 0.082. This « value is obtained by least-squares
fitting of the model to the data.

is underestimated. As mentioned earlier, our instru-
ment observes event speeds down to 1.5 m s™!, cor-
responding to a frequency of 1 Hz, while the directional
spectra provided by J. Smith from sonar measurements
aboard FLIP have a cutoff at 0.5 Hz. Capacitance wire
gauge spectra measured simultaneously with the sonar
spectra show somewhat higher spectrum levels than
the sonar spectra at higher frequencies, possibly im-
plying that the sonar is less sensitive to higher-frequency
components (J. Smith 1992, personal communica-
tion). Since m, is very sensitive to higher-frequency
energy and depends crucially on the high-frequency
cutoff, the real m, values for waves with scales down
to 1 Hz can be appreciably larger than those estimated
from the sonar spectra. Therefore, the « value deter-
mined from the sonar spectra is further underestimated.

With the chosen « and estimated m3 !, the predicted
probability can be found from Eq. (9), which is also
shown in Fig. 18 as the solid line. It can be seen that
the observed probability generally agrees well with the
predicted probability, with the standard deviation of
the data from the curve being 0.007, which is small
compared to the observed probabilities.

6. Summary

Our acoustical observation has for the first time pro-
vided comprehensive measurements of the spatial and
temporal statistics of breaking surface waves in the open
ocean. Despite limitations of the instrument, it has been
possible to obtain the empirical dependence of breaking
wave statistics on wind conditions. Comparison be-
tween the statistics and the simultaneously measured
directional wave spectra has also led us to the following
observations:

1) The observed distributions of breaking event
speed cover a wide range from 1 to 10 m s™!, indicating

DING AND FARMER

1383

that wave breaking in the open ocean occurs at multiple
scales. The mean breaking event speed is found to be
considerably (45%-75% ) smaller than the phase speed
of the dominant wind wave, which we attribute to con-
tributions from breaking waves with scales smaller than
the dominant scale.

2) The directions of wind, waves, and breaking
events are generally aligned. However, when the wind
direction is significantly different from the wave direc-
tion, there is some evidence that the event direction
lies closer to the wind direction, depending on the his-
tory of wind and waves.

3) It was found that the breaking threshold « de-
termined from our field data using the Snyder and
Kennedy model and the directional wave spectra is
appreciably smaller than found by other investigators.
This is partly attributed to the increased sensitivity of
the acoustic method and partly to an underestimate of
my using the sonar data. Incomplete measurement of
my, in which contributions from higher-frequency
components are ignored, is an inevitable consequence
of using a high-frequency cutoff determined by the
available directional wave spectra, and has no intrinsic
significance. More significant is the predicted depen-
dence of the breaking probability on m, using the Sny-
der and Kennedy model, which appears to agree closely
with our observations. It should be emphasized that
the effects of the nonlinearity of wave breaking have
not been considered in the present model. We speculate
that the nonlinearity would affect the choice of « in
the breaking criterion.

The wind dependence of breaking wave properties
(Fig. 13) is generally quite scattered. Normalization
by the breaking scale yields only a moderate reduction
in scatter (Figs. 15a and 15d). The implication is that
the observed breaking wave properties depend on more
than just one or two parameters. We anticipate that
greater insight may be derived by exploiting the detailed
wave field information, using models that incorporate
the intrinsic nonlinearity of the wave field.

It should also be emphasized that these results only
apply to wave breaking at larger scales. Smaller breakers
are more difficult to detect due to background noise
and therefore part of them have been lost. An individ-
ual large-scale breaking wave can produce as much
energy loss as many small ones. Small breaking waves,
however, occur much more frequently and thus their
overall contribution to wave dissipation cannot be ne-
glected. Extensive study is required of both breaking
wave statistics, especially at smaller scales, and energy
dissipation rate in individual breaking waves, so as to
acquire a better estimate of total wave dissipation by
breaking.
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APPENDIX A
Detection Probability

In the following analysis of detectability and breaking
duration, the intensity of background noise will for
simplicity be considered a constant rather than a ran-
dom variable. This is based on the observation that
the variability of noise intensity is much smaller than
that of the intensity of individual events (Ding 1993).
Therefore, when both are involved in the same prob-
lem, the randomness of noise intensity can be ignored.

Many experiments have suggested that the dipole
pattern is a good assumption for the acoustic radiation
of surface noise sources (Urick 1983). That is, the in-
tensity at depth 4 for a breaking event located at range
r is given by

Ioh?
(r+ b

with absorption neglected, where I is the source in-
tensity at 1 m distance on the beam axis (» = 0 and &
= 1). It has also been suggested in Ding and Farmer
(1992b) that I, can be assumed to be exponentially
distributed,

I(r,h) = (A1)

1 -
Joo(Io) = A efoll, (A2)

As a result, the distribution of the received intensity
I(r, h) is found from Egs. (A1) and (A2) to be

2 2
S|r) =ll——(l +n2)zexr>[—£l—1—(1 +n2)2}, (A3)
Iy Iy

where 5 = r/h. Consequently, the detection probability
of a breaking event at horizontal range r, is given by

potzar) = [ findr = exp{-z301 + 12,
(A4)

where

and I, is the required detection intensity.

APPENDIX B
Maximum Likelihood Correction of Duration

The correction of breaking duration requires an as-
sumption of the acoustical radiation process of breaking
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waves. That is, the received intensity should be ex-
pressed as a time-dependent function:

2

I(t) = Ip(1) = 3 0(1). (B1)

Ip
(r? + h?)
The choice of p(¢) is rather arbitrary due to lack of a
priori information. We choose p(t) to be a Hamming
function for simplicity,

P(t)=cosz(zr—t) T r

JE—— < —
T 2 ~ t == 2 ’
where T is the true duration of a breaking event. Under
the circumstances, this choice appears reasonable while
proving mathematically tractable. Further study is re-
quired to test the appropriateness of Eq. (B2) or derive
an alternative and possibly more realistic time-depen-
dent function.

Let I, be the detection threshold as defined in ap-
pendix A. Then the measured duration D = 21, satisfies
the relation

(B2)

- 2 Tld
1 Icos(T),

from which we can find the distribution of t,

Jalta) =f,[1d secz(’—'ﬁ’)] dl (B3)

T )| dt’
where f;( ) is given in Eq. (A3). The ML estimate of

T can be found by choosing 7 to maximize f;(t;), the
solution of which is the root of

2a?x tan?x sec?x — x(3 tan’x + 1) —tan x = 0,

(B4)
where
a=z;1+r*h?, x= Etii.
T

Then

) D

T = CY R

XML

Note that the correction also depends on z;. As dis-
cussed in appendix D, this may be affected by finite
source dimension, but the effect is expected to be small.

APPENDIX C
Evaluation of the Effects of Background Noise

Assume that the position of breaking events (x, y)
is uniformly distributed in an area of radius R, that is,
the probability distribution of the position is given by

1/7R?*, x*+y*<R?

(C1)
0, otherwise.

S(x, ) ={
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Following the approach used to derive Eq. (A4), the
detection probability for an event with intensity Iy is
found to be

1

po(lo) f, " U Dydr

0, I*<?z}
(h/RY*(VI* /24— 1),

zZ < I* < Z3(1 + (R/h)?)?
1, I*=z23[1+ (R/h)*P?,

I

(C2)

where I'* = I,/ I, and z,and I, are the same as defined
in appendix A. The resulting I, distribution for de-
tectable events in this area is, according to Bayers theo-
rem (Papoulis 1984, p. 85), given by

pp(lo)
Iollo) = =2 fi(To), (C3)
D
where f;,(lp) is the exponential distribution as given
in Eq. (A2), and Pj, is the total event detection prob-

ability:
Py = J;) po(lo) fr,(1p)d 1.

As an example, fp(lp) and f1,(Ip) are shown in Fig.
C1 against the normalized intensity J* for dataset 3 in
Table 1. While the exponential distribution decreases
monotonically with 7*, the modified distribution shows
a sharp increase at the beginning due to the background
noise and starts to decrease monotonically at I* = 1,
which serves as a cutoff scale. The event duration and
speed corresponding to this intensity scale depend on
the relation between these parameters and the acoustic
intensity. The only available information is the em-
pirical relations described by Ding (1993), where the
intensity of individual breaking waves was obtained
from sound levels measured by the instrument and
corrected for dipole radiation given their tracked po-
sition. The resulting intensity was scattered in relation
to the measured event speed and duration, and a prin-
ciple component analysis was thus applied to determine
the relations. For dataset 3, these relations are

I = 10%4V 23,
I, = 10°7DZ°,

(C4)
(C5)

where V, and D, are event speed and duration (Ding
1993). The normalized variance of the data relative to
Eqgs. (C4)and (C5)are 0.62 and 0.52, respectively (the
maximum variance is | when the data are completely
uncorrelated).

Note that the above results were obtained for larger-
scale breaking waves. Nevertheless, we may assume
that they can be extrapolated down to smaller scales
and then used to estimate the corresponding cutoff

il
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FiG. C1. Probability distribution of acoustic source intensity for
detectable events, where the vertical axis is scaled by /. The solid
line is the modified distribution [ /p(1,)], while the dashed line is the
original (exponential ) distribution for comparison ( based on dataset
3 in the table).

scales of duration and speed. To do so, we must first
estimate the mean intensity fy. Equation (C2) implies
that the minimum required intensity for a breaking
wave to be detected is Iomin = Joz3. For this dataset,
Iomin and z, are found to be 86 dB and 0.552, respec-
tively (Ding 1993). Thus I, is approximately 91 dB.
Now using the relations in Egs. (C4) and (C5), the
corresponding cutoff scales of duration and speed are
estimated to be of order 0.5 s and 1.8 m s™!. Above
these scales, the measured distribution still deviates
from the true distribution, but the deviation in the
mean scale is relatively small.> Note that these estimates
are based on the empirical relations derived from larger-
scale breaking waves, and only provide a rule of thumb
for assessing the effect of background noise.

APPENDIX D
Determination of Event Density

We notice that the detection probability in Eq. (A4)
is dependent on z; and the horizontal range, r. The
range distribution of detected events will be determined
only by z,. Let m(r) be the number of detected events
in unit range interval at range r, and Q be the number
of events per unit area. Then

m(r) = 2xrQpp(z4|r),

where pp(z,4|r) is given in Eq. (A4). The total number
of detected events is given by

N= foo m(r)dr = E TQh? 1~ erf(za) erf(zd)’
[} 2

Zq

? The mean intensity of the detectable events for I* > 1 (conditional
mean) is about 14% greater than that of the total events. Thus, the
corresponding mean event speed and duration of the detectable events
are estimated to be approximately 6% greater than the true scales,
based on Egs. (C4) and (C5).
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FiG. D1. Determination of event density. (a) Horizontal range
distribution of events in a 30-min period, where the curve is the least-
squares fit of the distribution. (b) Corrected event density in range
from R, to R, = R, + 2.5 m. The flat region (0-35 m) is chosen to
be the observation area, where event statistics are obtained.

where

erf(x) = %L e dt

is the error function. Then we obtain a normalized
range distribution

m(r)

n(r) ==y

(D1)

which depends only on z,.

Figure D1a shows an observed normalized range
distribution of locatable events for a period of 30
min (dataset 14). This distribution deviates from the
distribution for detectable events since the number
of events at shorter range may be reduced due to the
finite source dimension effect. Generally speaking,
the probability of loss due to finite source dimension
decreases with increasing range. Nevertheless, the use
of four independent hydrophone pairs improves the
locatability of near events to an extent that depends
on the event orientation ( this factor is less important
to farther events). Hence the distribution is not ex-
pected to be severely modified. [ Moreover, z, deter-
mined from the data using the following optimization
scheme seems to be relatively insensitive to slight
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variations in 7(r).] Therefore, we can choose z; by
best fitting n(r) to the data, that is, by minimizing
the cost function:

cost = > [n(r;) — A(r:)]>. (D2)

Once z,is chosen, event density can be estimated from

. _N(R,, Ry)

Q AgTo (D3)

where N(R;, R,) is the number of detectable events
located between horizontal range R, and R, during the
period of T,. The “effective” observation area A.q is
defined as

R

Ag = 2nrpp(zg| r)dr

Ry

wVrh?

22d

{@[z4(1 +13)] — @za(1 + 2D},
(D4)

where 7, = R,/h and 7, = Ry/ h.

The curve in Fig. D1a gives the model distribution
n(r)in Eq. (D1), with z, derived from the least-squares
fit. Figure D1b shows the estimated density from Eq.
(D3) as a function of R, and R,. The flat region of
Fig. 20b (0-35 m) is chosen to be the effective obser-
vation area. Event density is then averaged over this
area by substituting R; = 0and R, = 35 into Eqgs. (D4)
and (D3).
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