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ABSTRACT

This work investigates the use of different vertical eddy diffusivity for salt (Ds) and for temperature (D7) in
a coarse-resolution primitive equation ocean mode), The diffusivity ratio d = Ds/ Dz is taken from a range 0.5
< d < 2.0 that appears conservative relative 1o the uncertainty of laboratory, or observational studies, or both
of double diffusion and differential diffusion. Conclusions are the following. 1) Major features of the steady-
state model solutions are very sensitive to d # 1. These include the magnitude and direction of the thermohaline
circulation, as well as intermediate and deep-water T/S properties and stability. 2) The effects on the model
solutions are largely determined by the diffusivity ratio d, rather than the particular choice of the values Dsand
Dy by which the value of d is achieved. 3) Effects due to d # 1 are nonlinear; for example, transport of the
meridional thermohaline cell is reduced to 60% of the “normal” (d = 1) value when d is only 25% larger than
its “normal” value. Implications for climate models and ocean microscale research are discussed.

1. Introduction

This study explores the sensitivity of a coarse-reso-
lution primitive equation ocean model to relaxing the
assumption that the vertical turbulent eddy diffusivity
for heat D+ is equal to that for salt Ds. We have used
the GFDL Ocean Model (Bryan and Cox 1967) be-
cause the code has been made widely available and
because it is typical of the ocean models being coupled
to atmospheric general circulation models (GCMs) for
predictive climate studies. Moreover, while increasing
computing power may eventually enable us to solve
the horizontal parameterization problem by brute
force, we will still be faced with the need to parame-
terize the effects of the yet smaller-scale processes that
drive diapycnal fluxes in the ocean. At present, the
cumulative effect of small-scale mixing processes is pa-
rameterized in coarse-resolution ocean models by a
vertical eddy diffusivity D defined by analogy to mo-
lecular diffusivity. Thus F,, the vertical turbulent flux
of the scalar variable c, is related to the mean vertical
gradient ¢, by

Fc = —'D‘-C,,

where D, is the turbulent eddy diffusivity for the prop-
erty c¢. The concept of a turbulent eddy diffusivity has
its roots in theories of high Reynolds number homo-
geneous isotropic turbulence for a medium that is un-
stratified and a scalar that is passive, that is, does not
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significantly affect the dynamics of the flow. Leaving
aside questions about the conceptual basis for a tur-
bulent eddy diffusivity, its application to the diffusion
of heat and salt (both of which affect the density of
seawater) in the stratified (anisotropic) interior of the
ocean where turbulence is of moderate-to-low Reynolds
number is problematical at best. We use it nonetheless;
partly through habit and partly because implementing
higher-order closures in ocean general circulation
models (OGCMs) is equally problematical, given the
generally low vertical resolution possible with present
computing resources and the absence of strong theo-
retical, or observational underpinnings, or both for
higher-order closures appropriate to the intermittent
turbulence that is characteristic of the ocean interior.

That being so, it behooves us to assess the sensitivity
of models to various details of eddy diffusivity param-
eterizations. If the models prove relatively insensitive
to what we presently conceive to be a reasonable range
of variation in such parameterizations, we gain confi-
dence in the model results. If on the contrary, crucial
model variables prove sensitive to particular details of
possible parameterizations, we gain some appreciation
of which details must be further constrained by obser-
vations if models are to develop predictive skill for cli-
mate studies.

Bryan (1987) systematically investigated depen-
dence of a low-resolution GFDL model ocean on var-
ious parameters, among which was D [Ayy in Bryan
(1987); assumed equal for T and S]. He found that
important aspects of the model results, in particular
the vertical scale of the thermocline and the magnitude
of the meridional heat transport, were most sensitive
to values of D, chosen from a range 0.1-5.0 cm? s™!
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of constant values that seemed possible, based on a
variety of means of estimating D from observations.
Briefly, lower values of D led to shallower and sharper
thermocline structure, weaker thermohaline circula-
tion, and smaller poleward heat transport. The only
one of these large-scale features that is well constrained
by observations is the thermocline structure: small val-
ues of D, 0(0.1-0.3) cm? s™!, were required to best
approximate the observed character of the main sub-
tropical thermocline. Given the degree of sensitivity to
D exhibited by Bryan’s model runs, it seemed advisable
to examine the effects of further possible refinements
to the diffusivity parameterization; first, a suggestion
(Gargett 1984) that D was dependent upon stratifica-
tion, then the possibility that D might not be the same
for heat as for salt.

The first question was examined by Cummins et al.
(1990, henceforth CHG) using GFDL model config-
uration and forcing very similar (although not iden-
tical) to those used by Bryan (1987). Cummins et al.
found that thermocline depth, the sense of the merid-
ional circulation, and poleward heat flux Qr were all
relatively insensitive to the stratification dependence
proposed by Gargett (1984):

D =aN"', (1)

where @ = 1 X 1073 (cm s™')2 and N = (—gpo' p,) ">
is the Brunt-Viisdld frequency. Note that (1) yields
upper-ocean diffusivities of order 0.1-0.3 cm?s™!,
which are comparable to the range of constant D that
Bryan (1987) found provided the best fit to thermocline
structure. The only significant change produced by the
stratification dependence of D was in the deep ocean,
where the GFDL model run with constant D has long
been known to produce unrealistically homogeneous
deep-water properties (Bryan and Sarmiento 1985).
Introduction of D = aoN~! increased the deep-ocean
stratification by an order of magnitude over that pro-
duced with constant D = 0.1 cm? s~'; as well, deep T
and S moved toward more realistic (higher) values.
Since the meridional heat transport was relatively in-
sensitive to the stratification dependence of D, CHG
concluded that this feature of the D parameterization
is itself relatively unimportant for the problem of cli-
mate modeling (though it may be important for other
applications).

This paper examines another fundamental question
with respect to an eddy diffusivity parameterization
for the ocean, namely, whether the diffusivity used for
temperature should equal that for salt. This assump-
tion, almost unquestioned in large-scale ocean mod-
eling, appears increasingly unlikely in light of labora-
tory and observational evidence of processes such as
salt fingering, double diffusive layering, and differential
diffusion, all of which result in differential transport of
heat and salt in a system where density is a function
of both. Let us then define a diffusivity parameter
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d = Dg/Dr and consider what range of d might be
expected due to various differential transport processes
known or suspected to occur in the ocean.

Salt fingering (Turner 1973, section 8.2.2) can occur
in regions with

— ol k1
- 6Sz Ks ’

where & = —pg'(dp/dT) > 0 and B = po'(dp/9S)
are, respectively, the coefficients of thermal expansion
and haline contraction of seawater, k and kg are the
molecular diffusivities of temperature and salt, and z
is taken positive upward. Salt-finger growth rates and
fluxes increase as R, approaches 1, so we expect the
process to be active, though possibly intermittent, at
values of R, ~ (1 — 2) that are typical of much of the
subtropical ocean. Salt fingering is a process that trans-
ports salt in the vertical more efficiently than heat
(temperature) and can be characterized by a vertical
eddy diffusivity for salt,

T.>0; S.>0; I<R,

which is larger than that for temperature,

_~Fr_v
D T= Tz RP D S
where v,= aFr/BFs is the buoyancy flux ratio. For R,
~ 1 — 2 and a value of v, ~ 0.6 (Kunze 1987) to 0.7
(Schmitt 1979), values of d = R,/v, associated with
active salt fingering would be in the range 1.4-3.3.
Double diffusive layering (Turner 1973; section
8.2.1) can occur in regions with

T,<0;, S,<0; ﬁ<R,,<1
KT

and is a process that transports heat (temperature)
more efficiently than salt. For values of 0.5 < R, < 1,
laboratory measurements ( Turner 1965) show a regime
characterized by constant flux ratio vy, ~ 6.6, so dif-
fusive layering in this parameter range can be repre-
sented by d =~ (0.08-0.15).

Differential diffusion is much less studied than the
two aforementioned double diffusive processes. In two-
layer laboratory grid-stirring experiments Turner
(1968) found that the transport efficiency of turbulence
forced by the grid could depend upon the property (T
or S) that was being used to produce the original density
difference Ap between the two layers. For large enough
values of overall (layer) Richardson number, the en-
trainment velocity wy for the temperature-stratified
case was greater than that ws obtained when salt was
used to produce the same Ap. Since entrainment ve-
locity w, for the scalar c is defined such that

w.Ac = F. = —D.c,
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the result wr > wgcan be directly restated as Dr> Dyg;
hence d < 1.

Altman and Gargett (1987) carried out measure-
ments in which both 7" and S contributed to Ap in the
same experiment and verified that T and S entrainment
velocities were similar to those observed in single com-
ponent experiments. It is difficult to decide how (or if)
these laboratory results may be applied to the ocean,
as it is not clear which particular features of the ex-
perimental setup are essential to the result of differential
diffusion. For the sake of exploration then, let us just
consider a value of d ~ 0.5 as possible for differential
mixing, given the laboratory measurements cited be-
fore.

The range 0.5 < d < 2.0 seems a conservative esti-
mate of a possible range of d values, given the previous
discussion of microscale ocean processes that might
lead to differential transports of 7 and .S. Moreover, a
factor of 2 is a very slight difference, given the accuracy
with which we presently estimate diffusive properties
from oceanic measurements. In the remainder of this
paper we investigate the sensitivity of a simple GFDL
box ocean to such apparently slight variation in vertical
diffusive parameters.

2. Experiments

This study employs the primitive equation GFDL
code developed and distributed by Bryan and Cox
(1967) and widely used as an ocean general circulation
model for climate studies. The model is physically
configured as a simple flat-bottomed box extending 45°
in longitude from 0° to 66°N latitude.

Resolution is 3° in both meridional and zonal di-
mensions, with 15 levels in the vertical: level spacing
and depths are found in Table 1. Save in two partic-
ulars, the model is identical to that used by CHG, and
the reader should refer to this previous study for a de-

TABLE 1. Distribution of model levels in the vertical.

Thickness of level

Vertical level (m) Depth of (7, S) points
1 50 25
2 50 75
3 100 150
4 100 250
5 150 375
6 200 550
7 350 825
8 500 1250
9 500 1750

10 500 2250
11 500 2750
12 500 3250
13 500 3750
14 500 4250
15 500 4750
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tailed description of configuration, resolution, bound-
ary and initial conditions, equation of state, forcing
functions, and diffusive parameters other than D, all
of which are omitted here for brevity. The two differ-
ences are vertical resolution and vertical diffusivity.
Cummins et al. report results from model runs with
33 levels in the vertical. These runs initially integrated
a model with the 15 vertical levels of Table 1 to steady
state. This end state was then interpolated onto a 33-
level grid and integrated for an additional 1300 years
in the upper ocean (5200 years for the deep ocean,
since to accelerate convergence the integration uses the
asynchronous time-stepping method of Bryan (1984)
with a factor of 4 increase in tracer time step in the
deep ocean relative to the upper ocean). The purpose
of this increase in vertical resolution was to ensure that
there were no aspects of the steady-state solution ob-
tained with 15 vertical levels, which were merely due
to problems that can arise when the GFDL code is
used with a combination of coarse vertical resolution
and small explicit vertical diffusivity (Weaver and Sar-
achik 1990). Since comparison of the end states of the
15-level and the 33-level integrations revealed only mi-
nor quantitative changes, we have carried out the pres-
ent study with 15 vertical levels. The reduced com-
putational burden associated with fewer levels allows
us to perform more numerical experiments, an im-
portant consideration when having to explore the two-
parameter space that arises when Dgs # Dr.

This brings us to the second and major difference
from the work of CHG; namely, that the scalar equa-
tions [(8) of CHG] solved for (potential ) temperature
T and salinity S now involve different vertical diffu-
sivities in addition to different surface forcing functions.
For all runs described here,

if p, > O (static instability),

Ds= Dr=10*cm®*s™';
Ds = §Dy, Dr = tDy;

where Dy = aoN~! for all runs except runs 112 and

113, where Do = 0.3 cm” s~'. Table 2 and Fig. 1 detail

the specific combinations of §, ¢, and D, that have been

used in this study. Reasons for the particular choices

will become apparent when results are discussed in the
following sections.

if p, < 0 (static stability),

3. Results

Most of the numerical experiments reported here
use a base diffusivity Dy = apN™!, since CHG showed
that this choice provides upper-ocean properties that
are comparable with, and deep-ocean properties that
are an improvement over, results obtained with a con-
stant diffusivity. For this set (Table 2a), run 120 with
§ =1t =1 is the standard to which we will compare
experiments with ¢ = | and different § values (section
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TABLE 2. Vertical diffusivity parameters for experiments with
constant diffusivity ratio d = Dgs/Dr. Dr = tDy, D, = §Dy, hence,
d = §/t; D, s is an equivalent diffusivity for density, evaluated at
R, = 1.5 (for details, see text, section 5).

Run d § 1 D, 5/Dy
(@) Do = apN™":
138 0.50 0.50 1.00 20
120 1.00 1.00 1.00 1.0
134 1.25 1.00 0.80 0.4
131 1.50 1.00 0.66 0.0
139 2.00 1.00 0.50 —0.5
132 2.00 2.00 1.00 -1.0
(b) Dy =0.3cm™2s7};
112 1.00 1.00 1.00 1.00
113 2.00 2.00 1.00 -1.00

3a) and experiments with § = 1 and different ? val-
ues (section 3b). In section 3¢, we will briefly examine
the results from two runs with constant D, (Table 2b)
to illustrate that the main qualitative effects observed
are not dependent upon having an underlying diffu-
sivity that is dependent upon stratification. All runs
have identical surface forcing functions for 7', S, and
wind stress (Fig. 2). Constancy of wind-stress forcing
and momentum diffusion parameters yields the hori-
zontal streamfunction field shown in the center of Fig.
2 for all runs. Heavy lines at 30° latitude and 30° lon-
gitude mark standard sections used to compare model
results.

a. Experiments with t = 1, variable §

Comparison of the standard run 120 (=1, §S=d
=1)withruns 132 (¢ =1,§=d=2)and 138 (¢ = 1,
§ = d = 0.5) quickly reveals that different diffusivities
for heat and salt produce major impacts on model re-
sults. We illustrate these impacts with a series of di-
agnostics; the first of which are the sections of merid-
ional and zonal overturning streamfunctions shown in
Fig. 3. In the standard run, run 120 (center panels),
we see the “normal” thermohaline cell. Driven by high-
latitude surface heat loss, water sinks along the northern
boundary, spreading equatorward at the deepest model
levels, and upwelling at intermediate levels (1-3 km)
throughout most of the basin. In the zonal direction,
fluid sinks in the eastern part of the basin, upwelling
at the western margin. Run 138 with d = 0.5 shows
similar underlying structure, but very significant
{ ~50%) increase in magnitude. Even more striking is
run 132, where the choice d = 2 leads to a “normal”
thermohaline cell that is only ~25% of that in the
standard case and closely confined to the northern
boundary, as well as deep circulation beneath the sub-
tropical gyre that is actually reversed in direction. Below
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~1-km depth in this model run, the subtropical and
equatorial regions of the oceans are isolated from direct
(advective) contact with the high-latitude surface heat
and salt forcing fields.

One might expect that such dramatic changes in in-
tegrated properties like streamfunctions would presage
changes in water property distribution, and this is the
case. Figure 4 shows the distribution of salinity at two
different levels of the model for the three runs. Level
4, with an equivalent depth of 250 m, is in the upper
part of the main pycnocline. The salinity distributions
in all three runs are similar and consistent with a zonal
pattern forced from the surface, deformed by an ad-
vective flow with the three-gyre character seen in Fig.
2. (As pointed out previously, this flow field does not
vary discernibly for any of the runs discussed here. It
is determined by the wind-stress field and the frictional
parameters of the model, all of which are kept con-
stant.) Within the equatorial and subtropical gyres of
the model, salinity at level 4 is greater (less) than that
in the standard run 120 if d > 1 (d < 1): while in the
subpolar gyre this tendency is reversed. Consequently,
the meridional salinity gradient is intensified when d
> 1, and a sharpened property “front” marks the
boundary between subtropical and subpolar gyres in
run 132.

The lower level 12 shown in Fig. 4b has a nominal
depth of 3250 m, deep enough that the advective field
is mainly that of the thermohaline cell. Given the dif-

N

/

(0]

FIG. 1. Location of model runs in the plane of ¢ = Ds/Dy, §
= Ds/ Dy, where Dy and D; are vertical eddy diffusivities for potential
temperature 7 and salinity .S, respectively. Single circles denote runs
with Dy = aoN~', double circles runs with Dy = 0.3 cm? ™',
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FIG. 2. Meridional variation of wind stress, surface 7"and .S used to force a flat-bottomed box ocean. The resulting horizontal streamfunction
(center) is contoured in Sv (1 Sv = 10® m?s™'). Heavy lines at 30° latitude and 30° longitude are the locations of standard sections used

to intercompare model runs.

ferences in that cell (seen in Fig. 3), it is not surprising
that the deep-water property distributions differ sub-
stantially among the three experiments. The pattern of
S can be understood as a zonally uniform meridional
S gradient, imposed by downward vertical diffusion of
salt, deformed by horizontal advection. The horizontal
flow field of the standard case, southward along the
western boundary with weaker northward return flow
over the rest of the basin, produces a northeast-south-
west (NE-SW) deformation of isohalines. In run 138,
which has a thermohaline cell similar in structure but
50% larger in transport, this advective turning is so
much larger that the isohaline trend is now nearly me-
ridional. Run 132 (d = 2) is strikingly different, char-
acterized by the nearly zonal isohalines expected if
horizontal advection were absent. This is consistent
with the meridional circulation shown for the experi-
ment in Fig. 3, where the deep subtropical ocean is
seen to be isolated from advective contact with subpolar
latitudes. Since it is convection at high latitude that
introduces the coldest, freshest water to the deep levels
of the model ocean, restriction of the “normal” con-
vective cell to high latitudes at the depth of level 12
combines with increased diffusion of salt into the deep
waters [since Dg(132) = 2Ds(120)] to produce a sub-

tropical deep water mass that is significantly more salty
than the standard case.

Additional information on the spatial distribution
of .S is shown in the meridional sections of Fig. 5. As
pointed out earlier, the upper layers of all expertments
have similar patterns, reflecting the nearby surface
forcing field and the dominance of advection. Below
this, however, both runs 120 and 138 have rather fea-
tureless haloclines, with run 138, in particular, showing
almost no halocline topography below 1000 m in the
meridional direction (as has already been shown at
3250 m from the level 12 map of run 138 in Fig. 4b).
By contrast, we see again the strong meridional deep-
water gradients of run 132. In this representation, we
also see the existence of a subsurface salinity minimum
Smin at depths near 1000 m in the subpolar gyre. This
feature is strongly reminiscent of the major (deep) sa-
linity minima that extend equatorward from subpolar
latitudes in almost all ocean basins (GEOSECS Atlas
1981). ( The only exception is the North Atlantic, where
the major salt source associated with Mediterranean
Water obliterates this feature. Although the present
computational domain was chosen roughly comparable
to the size of the North Atlantic, the model does not
include a Mediterranean salt source; hence, the re-
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FIG. 3. (a) Meridional and (b) zonal overturning streamfunctions for experiments with 7 = 1 and varying d (§).
Upper panels: run 132, d = 2; middle panels: “standard” run 120, d = 1; lower panels: run 138, d = 0.5. Contour
interval (c.i.) is 1 Sv; solid contours denote counterclockwise flow.

sulting property distributions should be expected to
resemble those of the more “normal” ocean basins.)
The deep salinity minima are not reliably reproduced
by the GFDL model. Such minima are absent in the
box model results of Bryan (1987) and the coupled
ocean-atmosphere results of Bryan et al. (1988), but
can be caused to appear in an uncoupled model (Bryan
1979) by relaxing to surface salinities much higher than
observed near Antarctica (K. Bryan, personal com-
munication). In this work, a salinity minimum is a
reliable feature of the model run with d = 1.25, sug-
gesting that these major features of the ocean 7-S
structure may depend strongly upon a subtle interplay

between advection and microscale diffusion rather than
on advection alone.

Changes in water column stratification are also as-
sociated with changes in d value, as seen in Fig. 6. The
standard run 120 has a relatively featureless field of
density gradient, displayed here as log(—p./ po). Here,
and in all subsequent plots of this field, (—p./po) has
units of per centimeter: the associated field of N? is
derived by multiplying by g = 981 cm s 2. In run 138,
this field is little changed, although a weak middepth
stability maximum develops at low latitudes. In run
132 (d = 2), deep ocean stability is reduced, particu-
larly along the northern boundary. We will discuss a
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FIG. 4. (a) Salinity distributions at level 4 (250 m) for runs 132 (left), 120 (center), 138 (right): 4> 1 (<1) yields
a more (less) saline subtropical gyre and less (more) saline subpolar gyre relative to the standard run: c.i. = 0.1. (b)
Salinity distributions at level 12 (3250 m) for the same model runs. Note the rotation of deep isohalines to a more
zonal (meridional) direction relative to the standard run 120 (d = 1) for d > 1 (d < 1): ci. = 0.005.

possible reason for this feature of the stability field in
section 4.

b. Experiments with § = 1, variable t

The set of model runs 134, 131, and 139, charac-
terized by § = 1 and values of ¢ from 0.8 to 0.5 (Table
2), was undertaken for two reasons: 1) to explore the
conditions under which the “normal” thermohaline
cell weakens and a reverse cell forms, and 2) to deter-
mine whether model solutions depend mainly on the
value of d or whether they are sensitive to the separate

values of § and 7 by which that value of d is achieved.

The meridional streamfunction sections (Fig. 7)
contain much of the information pertinent to both
questions. Although there is apparently no abrupt
transition between flow regimes, the rate of decrease
of transport of the “normal” meridional thermohaline
cell is certainly not linear with d: 60% of the decrease
of the “normal” cell occurs by d = 1.25. The reverse
cell forms near a value of d = 1.5. The streamfunction
fields shown here for run 139 (d = 2 = 1/0.5) are very
like those shown in Fig. 3 forrun 132 (d =2 =2/1),
indicating that the main dynamical effects are pre-
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FIG. 5. Sections of S as a function of latitude at 30° longitude for
runs 132 (top), 120 (center), {38 (bottom). With d < 1 the deep
salinity field is very homogeneous, while d > 1 produces large me-
ridional gradients of S and a salinity minimum near 1000 m in the
subpolar gyre.

dominantly a function of d rather than how d is at-
tained through specific values of § and ¢. The model
results are not quantitatively identical (for example,
the “normal” thermohaline cell has a maximum trans-
port of 1 Sv (Sv = 10* m® s™!) in run 139, compared
with 2 Sv in run 132), but such differences as do occur
seem relatively minor compared with the differences
between model runs with d = 1 and d = 2.

The other model diagnostics for these experiments
with d = 1.25, 1.5, and 2.0 show features that support
the idea of an orderly progression between features
characteristic of the model with d = 1 to those described
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in the previous section for d = 2. On the upper ocean
level 4 (not shown), the subtropical gyre becomes more
saline, the subpolar gyre very slightly fresher. On the
deep-ocean level 12 (not shown), isohalines rotate
progressively to near-zonal orientation, and both mean
S and the meridional gradient of S increase as the deep
subtropical gyre becomes cutoff from the high-latitude
freshwater source. As seen in Fig, 8, a distinct subpolar
salinity minimum forms near 1000-m depth by d = 1.5
and increases in amplitude and equatorward penetra-
tion with increase in d. The distribution of vertical
density gradient (Fig. 9) shows the only major differ-
ence between the two d = 2 runs; instead of a smooth
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FIG. 6. Sections of log(—p./ po) versus latitude for runs 132, 120,
and {38. Lowered deep-water stability along the northern boundary
in run 132 is a possible effect of maintaining a constant value of d
despite evolution of water column 7-S structure (for discussion, see
section 3d).
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FIG. 7. (a) Meridional and (b) zonal overturning streamfunctions for runs with § = 1 and varying d (7). Upper
panels: run 134, d = 1.25; middle panels: run 131, d = 1.5; lower panels: run 139, d = 2.0 (c.i. = 1 Sv). Comparison
of run 134 with run 120 (Fig. 3, middle) shows that d = 1.25 has reduced transport of the normal thermohaline cell
by 60%. Comparison of run 139 with run 132 (Fig. 3, upper) shows that the dynamic effect is predominantly associated
with the value of d, rather than the specific § and 7 values by which it is achieved.

field tending to low values toward the northern bound-
ary (run 132, Fig. 6), run 139 produces a slight stability
maximum at ~4000 m in the deep subtropical and
equatorial regions.

¢. Experiments with constant D,

The preceding sections have described changes in
circulation and property distributions that occur when
the vertical eddy diffusivities for heat and salt are as-
sumed to have a functional dependence on stratifica-

tion as Dy = aoN ™!, with diffusivity ratio d = Dg/Dr
# 1. In this section, we describe two runs that were
made with a constant underlying diffusivity Dy = 0.3
cm? s~ in order to demonstrate that the major results
reported thus far are not associated merely with use of
a stratification-dependent diffusivity. We will not dwell
on differences between model runs with constant or
stratification-dependent diffusivities at 4 = 1, as that
ground has been covered in CHG: Here we merely
compare two experiments with Dy = 0.3 cm? s™! and
values of d = 1 (run 112) and d = 2 (run 113). As
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and 139. The magnitude and extent of a salinity minimum beneath
the subpolar gyre increase as d increases.

seen from Table 2, the value d = 2 is obtained from §
= 2,t =1, so results from run 113 should be compared
with those from run 132 (although from the results of
subsection 3b the same qualitative results are obtained
with § = 1, £ = 0.5, run 139).

With Dy = 0.3 cm? s, the mass transport stream-
functions, seen in Fig. 10, exhibit the same qualitative
changes between the d = 1 and d = 2 cases, as were
seen (Fig. 3) with Dy = goN™'. The normal thermo-
haline cell of the meridional streamfunction, observed
with d = 1, is severely reduced in magnitude and con-
fined to the upper ocean with 4 = 2. Replacing it at
depths below 1000 m is a reverse cell, similar (although
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stronger in magnitude and larger in extent) to that ob-
served in run 132. The zonal streamfunction again
evolves from a normal cell, sinking over most of the
interior and upwelling along the western boundary, to
a surface-intensified normal cell. In this case the zonal
circulation does not actually reverse at middepth, as it
does in run 132, but there is a middepth minimum in
zonal transport near 1000 m.

Plan distributions of S at model levels 4 and 12 are
shown in Fig. 11. Again, at level 4 the run (113) with
higher 4 has a more saline subtropical gyre (see for
example the increased extent of the 35.1 isohaline) and
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F1G. 9. Distributions of log(—p./0o) as a function of latitude for
runs 134, 131, and 139. The weak stability maximum near 4000 m
in the subtropical gyre of run 139 is the only feature in which the
two d = 2 experiments (139 and 132) differ substantially.
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FIG. 10. (a) Meridional and (b) zonal overturning streamfunctions for two runs with Dy = 0.3 cm?s™!, 7 = 1 but
different values of d: d = 1 (run 112) and d = 2 (run 113). Although different in quantitative detail, this pair of
experiments shows the same qualitative differences as the pair of experiments (120 and 132) run with Dy = aoN~".

a slight suggestion of a fresher subpolar gyre. At level
12, run 112 has almost uniform § (too uniform deep-
water properties are a commonly known failing of the
GFDL model run with constant diffusivity ), while run
113, like run 132, shows the nearly zonal isohalines
associated with both the larger value of Ds and the
isolation of the deep ocean from advection from the
surface.

Sections of .S as a function of latitude (Fig. 12) show
how d = 2 is again associated with the existence of a
salinity minimum originating near 1000 m in the sub-
polar gyre. Run 113 has the most intense Sq,;, observed
in all the model runs: the minimum extends well into
the subtropical gyre, descending to nearly 2000-m
depth by ~30°N latitude. The extent of Sp;, in this
experiment is sufficient in that it appears in the section
of S versus longitude, hugging the western boundary
at approximately the depth of the minimum in zonal
streamfunction.

The preceding comparisons of runs 112 and 113 in-
dicate that, although quantitative differences exist, ex-
periments with different d values exhibit very similar
qualitative changes, independent of two very different
choices of the underlying diffusivity function D, (that

these are very different choices can be seen by reference
to Fig. 2 of CHG, which contours goN ™' for the equiv-
alent of our run 120). Thus, we feel comfortable in
concluding that similar effects will be observed in any
runs of the GFDL model carried out with d # 1.

d. Some consequences of constant diffusivity ratio

The choice of a constant diffusivity ratio d = Ds/Dr
seemed a logical first step in the exploration of effects
of differing diffusivities for temperature and salinity.
However, values of d greater or less than 1 are actually
associated with different physical processes, which
should turn on (with varying strength ) dependent upon
the local vertical gradients of 7" and S. Maintenance
of a constant ratio of diffusivities, independent of the
gradient distributions that actually evolve in the model

- runs, has various consequences, which we now explore.

The model gradient distributions are exhibited in
the form of a Turner angle Tu, as shown in Fig. 13.
Ruddick (1983) defined the Turner angle as the four-
quadrant arctangent of R,: we use this definition but
subtract 45°, yielding an angle between 0° and 180°
for a statically stable water column. Unstable values
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runs 112 and 113. With d = 2, the deep ocean again exhibits much stronger meridional S gradient
and higher S values.

then occupy the ranges 180°-315° and —45°-0° (lo-
cating the discontinuity in angle well away from the

1169

contouring). The field of Tu is calculated from the
steady-state 7 and S fields resulting from the model

stable /unstable boundary Tu = 0° for the purposes of runs, with 7, = AT/ Az calculated as the centered dif-
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Despite difference in Dy, d = 2 is again characterized by a salinity minimum extending equatorward beneath the
subpolar gyre. The minimum is so pronounced in this run that it appears in the longitude section at 30°N asa minimum

along the western boundary.

ference of potential temperatures referenced to the
mean depth of the layers. Fields of Tu as a function of
latitude are contoured in Fig. 14 for the runs discussed
in section 3a. The water column properties are unstable
to salt fingering (d > 1) for 0° < Tu < 45° (light solid
contours), both statically and double diffusively stable,
but possibly subject to differential diffusion (d < 1),
for 45° < Tu < 135° (heavy solid contours), unstable
to the layering type of double diffusion (4 < 1) for
135° < Tu < 180° (dashed contours), and statically
unstabie for all other values of Tu (dotted contours).
As seen in Fig. 14, Tu has very little structure in the
standard run 120. Even on the large vertical scales used
to calculate the model gradients, the water column be-
low ~500 m has 0° < Tu < 15°, implying that it is
very unstable to salt fingering throughout the domain,
yet throughout the domain of this standard model run
Dgs = Dr. When d # 1, distributions of Tu are markedly
changed. In run 138 the increased vertical uniformity
of deep salinity leads to an increase in Tu at depths
below 1000 m. In run 132 the presence of the salinity
minimum near 1000 m leads to 135° < Tu < 180° at
depths below Sp,;, in the subpolar gyre. When, despite

the structure in Tu, we continue to impose a constant
diffusivity ratio throughout the domain, what effects
may we expect? Consider run 132, with d = 2, as an
example. In the deep subtropical gyre, values of Tu are
consistent with salt fingering and, hence, with the im-
posed relative magnitudes of Dg and D,. However,
below the subpolar Sy, (which, although not shown,
is also a Tmin) We now have a water column in which
colder, fresher water lies above warmer, saltier water;
a case in which we might expect d < 1. Nevertheless,
continuing to 1mpose d > 1 in this region causes a
(stabilizing) salinity gradient to diffuse away faster than
a (destabilizing) temperature gradient. Thus, the dif-
fusive tendency in the deep subpolar gyre should be
toward lower S, and p, in run 132 where 135° < Tu
< 180° than in run 120 where 0 < Tu < 15°. Referring
back to Fig. 6, we recall that this region does indeed
show a substantial decrease in deep water column sta-
bility in the subpolar gyre of run 132, compared to run
120. With the evidence (Fig. 3) of much reduced ver-
tical advective fields at depth in run 132, the decrease
in stability may be a direct result of maintaining the
“wrong” diffusivity ratio.
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e. Model runs with d dependent on local property
gradients

From the preceding section, it is clear that model
runs with d > 1 develop areas in which local 7 and S
gradients are incompatible with the imposed constant
value of d. To move beyond this stage of parameter-
ization requires a diffusivity ratio that depends upon
local property gradients that develop in the model run.
Ideally, such a variable diffusivity ratio should depend
not only on the signs of the mean vertical gradients of
T and S but also on their magnitudes. In reality we are
not yet able to specify such detailed differential flux
parameterizations, even for the salt-fingering mecha-
nism, which has been most actively investigated in the
ocean, much less the diffusive layering instability or
the differential diffusion mechanism. However, as a
first step toward a more realistic implementation of
variable diffusivity ratio, we have carried out two ad-
ditional runs of the present model, using different val-
ues of constant d depending upon the sign of computed
S, at each model step, as summarized in Table 3. In
regions of the model where p, < 0 (static stability), d
= 2 where salt fingering is possible (S, > 0), butd = 1
(run 135) or d = 0.5 (run 136) where salt fingering is
not possible (S, < 0). Where p, > 0 (static instability ),
Dg = D7 =10%*cm?s™!, as before. This simplified im-
plementation of variable diffusivity ratio is equivalent
to assigning d on the basis of the ranges of Tu given in
Table 3, but avoids the need to compute Tu at each
model point at each time step. In run 136, the value
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of d = 0.5 may be imagined as due to differential dif-
fusion or, if the local temperature gradient is suitable,
to diffusive layering.

The meridional and zonal overturning streamfunc-
tion fields for these two runs are shown in Fig. 15,
compared with run 132 in which d = §/t = 2/1 is kept
fixed throughout the domain. The flow fields are similar
among the three runs, the main difference being in
zonal streamfunction where the middepth reversed flow
cell of run 132 weakens to a minimum in runs 135
and 136.
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F1G. 14. Contour plots (c.i. = 15°) of Turner angle Tu for runs
132 (top), 120 (middle), and 138 (bottom). The standard run, run
120, is characterized by very uniform values of 0 < Tu < 15° nearly
everywhere below ~1000-m depth, suggesting a strong tendency to
the salt-fingering instability. With d < 1, Tu increases below ~ 1000-
m in depth (due to S; — 0), while d > 1 has values of 135° < Tu
< 180° below the observed salinity minimum (Fig. 5).
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TaBLE 3. Vertical diffusivity parameters for model runs in which
diffusivity ratio d = Ds/Dr depends upon local property gradients
(for definition of Turner angle Tu, see Fig. 13). Dy = tDo, Ds = §Dy,
hence, d = §/t; Dy = agN ™.

Run d § t Condition

135 2 2 1 S.:>0;0° <Tu<45°
1 1 1 S; <0;45° < Tu < 225°

136 2 2 1 S:>0;0° <Tu<45°
0.5 0.5 1 S, < 0;45° < Tu < 225°

Unlike the streamfunction fields, however, distri-
butions of T and S differ substantially when d is no
longer held constant (Fig. 16). Run 135 develops a
high-latitude salinity (and associated temperature)
minimum that is much more pronounced than in run
132. Note also that deep S and T values are higher
than those in run 132. In run 136, the salinity mini-
mum has weakened and moved deeper in the water
column, and deep salinity has increased still further.
Most significantly, the high-latitude salinity minimum
is no longer associated with a temperature minimum,
increasing the resemblance of the model property fields
to those observed in the ocean. It seems likely that
judicious tuning of the value of d in the model regions
where S, < 0 (i.e., beneath the Sy;,) could produce
both a temperature field that is monotonic with depth
and a salinity field with Sy, of observed magnitude
and depth. The point is not that such tuning should
be carried out but that water mass properties of the
steady-state model solution are apparently extremely
sensitive to implementation of different diffusivity ra-
tios as a function of local properties, as these evolve
during the model run.

Deep ocean stability is also very sensitive to variable
d, as seen in Fig. 17. Like run 132, run 135 continues
to exhibit low values of p, toward the northern bound-
ary. Run 136 on the contrary shows no sign of this
northern boundary effect: low stabilities are found only
in a bottom boundary layer, and the stratification in
the deep interior ( 1-4 km) is the strongest observed in
the entire set of model runs.

4. Effect of vertical diffusivity parameterization on
factors of climatic importance

We now examine the effect of d on the aspects of a
model ocean that are of major importance to long time-
scale climate modeling, the meridional transports of
heat and salt (or alternatively, freshwater), and the
mass transport and morphology of the normal ther-
mohaline cell.

Meridional transports of heat and salt by the ther-
mohaline circulation are the major pathway of inter-
action between ocean and atmosphere on the time
scales associated with climate change, and their central

JOURNAL OF PHYSICAL OCEANOGRAPHY

VOLUME 22

importance has long been recognized. Figure 18 sum-
marizes the effects of d and Dy on these fluxes. At mid-
latitudes the major change in heat flux (Fig. 18a) is
associated with difference in D,. For example, at 30°N
the heat flux obtained with Dy = 0.3 cm®s™', d =1
(run 112, filled squares) is twice that obtained with D,
= aN~', d = 1 (run 120, filled circles). Because the
relation Dy = aoN ! produces upper-ocean values that
are less than 0.3 cm? s™', this is consistent with both
the result of Bryan ( 1987) that heat flux decreases with
decreasing (constant) diffusivity, and the result of
CHG, who found that the heat flux was most strongly
dependent on diffusivity values in the upper ocean. At
these latitudes, further change of heat flux with d is
relatively small (see the range about the curve obtained
with Dy = qoN~!, d = 1; open symbols). However,
this situation reverses at latitudes higher than ~50°:
here variation of Dy has little effect, while variation of
d over the chosen range produces heat flux values that
can be 50% lower (runs 139, 132; d = 2) or higher
(run 138; 4 = 0.5) than the standard (run 120). In
addition, the slope (divergence) of the heat flux curve
varies with d at these high latitudes. Because diver-
gences of ocean fluxes imply ocean-atmosphere cou-
pling this aspect of variation with d may be of greater
importance for climate studies than the changes in
magnitude. '

Essentially, the same behavior is found in the model
salt fluxes (Fig. 18b). The magnitude of the salt flux
at low- and midlatitudes is mostly influenced by D,
(although the dominance of this effect over that of d
is not as pronounced as it is for the heat fluxes), while
variation in salt flux and flux divergence at latitudes
higher than ~50° is predominantly caused by d.

While model heat and salt fluxes have a direct con-
nection with the overlying atmosphere in any coupled
GCM, a less direct effect involves the potential of the
ocean as a sink of CO, and other greenhouse gases. It
is believed that part of the action of the ocean sink
involves the process by which dissolved gases are re-
moved from contact with the atmosphere by export to
the deep ocean, at least over the several-hundred-year
time scale believed typical of the present thermohaline
circulation. In this connection, it is clear that the ef-
fectiveness of model oceans in sequestering greenhouse
gases depends not only on the magnitude of mass flux
in the normal thermohaline cell but also on its mor-
phology; more particularly the volume it occupies. Re-
duced to the simplicity of a filling box, the renewal
time T, = V/ F after which we may expect to see water
that sank at high latitudes back at the surface is de-
pendent not only on F, the volume transport, but also
on V, the volume that must be “filled.” Rough cal-
culations of T, for each run can be based on the max-
imum value of Fin the normal meridional cell, together
with an estimate of the volume of the cell. The normal
cell already occupies almost all of the model volume
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FiG. 15. (a) Meridional and (b) zonal overturning streamfunctions for model runs incorporating a rudimentary
dependence of d on local stratification: if S, > 0, d = 2, while if S, < 0, d = 2 (run 132, top), d = 1 (run 135, middle),
or d = 0.5 (run 136, bottom). See Table 3 and section 3e for details.

in the reference d = 1 case (run 120, Fig. 3): using the
box geometry, a rough estimate of T, ~ 500 years is
obtained. When d = 0.5 (run 138), the increased
transport occupies the same volume, so T, =~ 340 years
is 33% shorter than the standard model. When d = 2
(run 132), we estimate the volume of the reduced nor-
mal cell as the entire model volume of latitudes greater
than 55°, plus the upper kilometer of the box at lower
latitudes. This smaller volume (approximately 30% of
the total box volume) partly offsets the dramatic re-
duction in flux, so the resulting renewal time 7, ~ 610
years is only 20% greater than the standard case. The
present results suggest that the potential of the ocean

as a sink for anthropogenic CO, is most seriously (ad-
versely) affected by d < 1.

5. Interpretive discussion and conclusions

The GFDL ocean model used in this work incor-
porates fully nonlinear dynamics and a somewhat sim-
plified but nevertheless nonlinear equation of state for
seawater (Bryan and Cox 1972). In such a complex
system it is difficult to isolate and understand the
mechanism(s) by which change in a particular model
parameter causes the changes observed in model re-
sults. Consequently, we often attempt to assess at least



1174

JOURNAL OF PHYSICAL OCEANOGRAPHY

VOLUME 22

b TEMPERATURE

a saALnNITY
» 132 1132
) NS S -
pRasI )(I(Q oo 34.90 §
3 ——
1000 © @ 4.00 1000
& ke
_ o o 00\
E 2000 £ 2000
& 3000 \ 3000
4000 } 4000 |
5000 5000
1000 \ 1000 [
é 2000 4390 2000
& 3000 3000 |}
4000 4000
5000 e 5000
o 0
1000 1000
E 2000 2000
& 3000 3000
4000 } 4000 | \\\\_‘
5000 a

66
LATITUDE

5000
0

66 44 22 0

LATITUDE

FIG. 16. (a) Salinity and (b) temperature sections with latitude for model runs incorporating rudimentary dependence
of d on local stratification (see caption to Fig. 15). Major changes are observed in model water mass structure.

the qualitative sense of such changes using very sim-
plified balances.

As a framework for assessing the present numerical
results, let us consider the effect of d # 1 on the hy-
pothesis that a steady-state density field is maintained
by a (linear) balance between vertical advection of
density and vertical diffusion of density, with effective
density diffusivity D. This balance,

wp, = (Dp;)., (2)

(or its simpler equivalent with D = constant) has a
long history of use in oceanographic modeling (Rob-
inson and Stommel 1959; Munk 1966). Although it

has fallen into disfavor as a theory for the main pyc-
nocline, now widely believed to be of predominantly
quasi-horizontal advective origin, it may yet serve in
intermediate and deep waters, where Colin de Verdiére
(1989) finds such a balance in a recent model. Since
the dynamical differences that we observe among the
present set of model runs have their origins in differ-
ences in the (effective) vertical diffusive term in the
density equation, we may obtain some feel for the di-
rection of such effects using this simple balance.
What then is an equivalent diffusivity for density in
numerical models having d ¥ 1? Consider the conser-
vation equations for ( potential ) temperature 7 and sa-
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linity S in the (geographic) coordinate system used by
the model

T,+ V-V, T+ wl,=(DrT,),+ -+ (3)
St +V ‘VhS+ WSz = (DSSz)z + . ‘s (4)

where the ellipses denote horizontal diffusion and forc-
ing terms. For simplicity, we assume a linear equation
of state p = po(1 — aT + BS) so that p5'p, = —aT,
+ BS;, etc. Multiplying (3) by —poc, (4) by poS and
adding yields the steady-state density equation

\E Vo + wp,
= {(=DraT, + D¢fS.). = (Dp;);] + - - -,
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where D, an equivalent diffusivity for density, is defined

as
R,—-d - R, —d
D=D £ =tD £ .
T(Rp_l> to(Rp—l)

In this form it is clear that D depends not only on
diffusive parameters (Dy, ¢, d) that are set externally
but also on the field of R,, which is internally deter-
mined by the model solution. Note that where 1 < R,
<dord< R, < 1, Dbecomes negative, corresponding
to countergradient density flux, even though the in-
dividual fluxes of heat and salt are both in the normal
downgradient direction. Through its dependence on
R, (and possibly Dy), D will be a spatially complicated
field, so it is not possible to calculate “the” value of D
for a particular model run, even at steady state. How-
ever, to give some idea of a range of D covered by the

(3)

0.20
(a) 112

0.16r 13 I
&
2012 i 120 L i
)
L 0.08F 1
3 13

0.04 139 -

0_00 L. 1 1 |

Salt Flux (104m3/s)

[ 1

60 45

Latitude

F1G. 18. Meridional heat flux (a) and salt flux (b) as functions of
latitude for the runs listed in Table 2. At latitudes less than ~45°N,
the major effect on heat and salt fluxes is that of Dy [compare runs
112 (filled box, Do = 0.3 cm? s~') and 120 (filled circle, Dy = agN 1),
both § = t = 1]. At higher latitudes the value of d has the major
effect on fluxes.
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suite of numerical experiments, the last column of Ta-
ble 2 lists Dy s/ Dy, the value of D calculated for R,
= 1.5 (a value typical of intermediate depths of the
subtropical gyre in all runs) and normalized by D,.
The standard run 120 [carried out with effective dif-
fusw1ty of density D = tDo(R d)/(R —1)=ayN!
sincet = d = 1 and Dy = auN"'] develops a steady-
state thermohaline field with R, < 2, or equivalently
< 20°, over most of the inten’or below ~1000 m
(Fig. 14), values suggesting that salt fingering should
be active. Assuming that the density field of run 120
is in a vertical diffusive-advective balance with d = 1,
consider the effect of turning on diffusion with d = 2
(t=1). Now

-1

-~ [R
D=tD0[R" ]<O, since R,—d<0

over most of the interior. From (2)

Pzz N,
-p,+pPE-pl:
Y ‘ Pz N

where we have used the definition of N2, Eq. (5) with
= goN~', and taken [(R, — d)/(R, — 1)], =
because of the uniformity of R, (Tu) observed in run
120. Since N, > 0 in the intermediate and deep waters,
we see that the sign of w is that of D. Thus, D < 0, as
in the case d = 2, ¢t = 1 of run 132, requires w < 0
(downwelling), a reversal of the normal thermohaline
flow in the deep interior. Note also that if the under-

lying diffusivity Dy = const, rather than auN~', the
expression for w becomes
_2DN,
N b
which is twice that obtained when D = a,N~!. This

suggests that the reversed flow of run 113 should be
stronger than that of run 120, as is indeed observed.

The preceding discussion perhaps belabors an ob-
vious point. If a model density field is in vertical ad-
vective /diffusive balance under a particular magnitude
of diffusive density flux, then increasing or decreasing
the diffusive flux requires an associated increase or de-
crease in advection. When, as may happen for partic-
ular combinations of R, and d, the diffusive density
flux actually reverses direction, the balancing advective
term must also reverse.

This discussion represents only a tendency that we
expect to observe when d # 1, and details will certainly
depend upon the distribution of R, as it evolves away
from the very uniform field of run 120. Despite its
simplicity however, the assumption that intermediate
and deep density fields (at least in subtropical regions)
are in a vertical advective/diffusive balance, with an
effective diffusivity for density given by Eq. (5), serves
rather well in explaining the nature of the major
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changes in circulation observed in our model runs; both
changes with d for constant D, (subsections 3a and 3b)
and changes with D, for constant d (subsection 3c).

This work was a first attempt to explore the sensi-
tivity of coarse-resolution numerical models, of the
kind presently used for predictive climate studies, to
the usual assumption that the turbulent eddy diffusiv-
ities for T and S are identical; hence, d = Ds/Dr= 1.
We have found certain features of the model results
that are extremely sensitive to this assumption, namely,
the magnitude and sense of the thermohaline circula-
tion, water mass characteristics, and intermediate- and
deep-water stability distributions. Certain integrated
model features that are of fundamental importance to
the present generation of coupled ocean-atmosphere
models used for climate studies appear to be less sen-
sitive. In particular, meridional heat transports at mid-
latitudes are less affected by different diffusivities for
T and S than by the difference between constant and
stability-dependent diffusivities, with their different
upper-ocean values. The observed sensitivity to d of
heat fluxes and flux divergences at subpolar latitudes
may be important, however, since it is at these latitudes
that the ocean delivers heat to the atmosphere.

To first order, the time scale over which anthropo-
genic CO, may be sequestered in the deep ocean in-
creases if d > 1, although observed decrease in transport
of the normal meridional cell (in which water sinks at
high latitudes) is at least partially compensated by ob-
served decrease in cell extent. If d < 1 however, resi-
dence time decreases in roughly inverse proportion to
the observed increase in meridional transport, since at
d = 1 the cell already occupies most of the model
volume.

Based on present results, it is the diffusivity ratio
d = Dg/ Drthat largely determines the character of the
model solution rather than the particular choice of in-
dividual values Ds, Dy by which the value of d is
achieved. Further exploration of the two-parameter
space (Ds, D) would seem advisable.

The observed sensmvny of the GFDL model to rel-
atively minor variation in d raises significant questions
for both modeling and microscale observations. With
respect to models, we would like to know whether
(how) the effects of d # 1 differ when the domain is
global, rather than the single-hemisphere box consid-
ered here. The effects of d # 1 should also be assessed
for the box-model oceans that are often coupled to an
energy-balance atmospheric model and used to predict
climate change (Bretherton et al. 1990). Preliminary
results show significant changes to such a coupled
model. More fundamentally, we would like to under-
stand the mechanisms by which d affects model char-
acteristics, particularly the subpolar salinity minimum.
In this regard, it might be most effective to carry out
preliminary work with a model, such as that of Colin
de Verdiere (1989), which avoids the (possibly unes-
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sential ) complications of nonlinearity in the momen-
tum balances. The sensitivity of the GFDL model re-
sults to 4 also presents major challenges to the micro-
scale observational community. As remarked earlier,
the conditions under which differential diffusion occurs
are essentially unknown: this process must be much
better understood before it is possible to assess its im-
portance in the ocean. Although much more is known
of double diffusive transports, there is little to guide us
when both double diffusion and “ordinary” turbulence
occur together, as they do in the ocean. How can the
naturally occurring processes be better quantified
through observational techniques? These questions
must be addressed if we are to proceed beyond the
simplest differential flux parameterization (constant d)
as used in this paper.
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