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ABSTRACT

The effects of more realistic bulk forcing boundary conditions, a more physical subgrid-scale vertical mixing
parameterization, and more accurate bottom topography are investigated in a coarse-resolution, global oceanic
general circulation model. In contrast to forcing with prescribed fluxes, the bulk forcing utilizes the evolving
model sea surface temperatures and monthly atmospheric fields based on reanalyses by the National Centers for
Environmental Prediction and on satellite data products. The vertical mixing in the oceanic boundary layer is
governed by a nonlocal K-profile parameterization (KPP) and is matched to parameterizations of mixing in the
interior. The KPP scheme is designed to represent well both convective and wind-driven entrainment. The near-
equilibrium solutions are compared to a baseline experiment in which the surface tracers are strongly restored
everywhere to climatology and the vertical mixing is conventional with constant coefficients, except where there
is either convective or near-surface enhancement.

The most profound effects are due to the bulk forcing boundary conditions, while KPP mixing has little effect
on the annual-mean state of the ocean model below the upper few hundred meters. Compared to restoring
boundary conditions, bulk forcing produces poleward heat and salt transports in better agreement with most
oceanographic estimates and maintains the abyssal salinity and temperature closer to observations. The KPP
scheme produces mixed layers and boundary layers with realistically large temporal and spatial variability. In
addition, it allows for more near-surface vertical shear, particularly in the equatorial regions, and results in
enhanced large-scale surface divergence and convergence. Generally, topographic effects are confined locally,
with some important consequences. For example, realistic ocean bottom topography between Greenland and
Europe locks the position of the sinking branch of the Atlantic thermohaline circulation to the Icelandic Ridge.
The model solutions are especially sensitive to the under-ice boundary conditions where model tracers are
strongly restored to climatology in all cases. In particular, a factor of 4 reduction in the strength of under-ice
restoring diminishes the abyssal salinity improvements by about 30%.

1. Introduction

The history, formulation, and solutions of ocean gen-
eral circulation models (OGCMs) have been reviewed
comprehensively by McWilliams (1996). Among the
topics discussed in detail are three that are relevant here,
namely, surface boundary conditions, subgrid-scale ver-
tical mixing, and domain geometry. The review con-
cludes with the view that more realistic, less constrain-
ing surface boundary conditions are the most likely
prospect for obtaining novel OGCM solutions. Fur-
thermore, it is noted that OGCM solutions are sensitive
to their subgrid-scale vertical tracer (heat and salt) dif-
fusivity. For example, the thickness of the main pyc-
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nocline varies as the square root of the vertical tracer
diffusivity (e.g., Salmon 1990). However, Bryan (1987)
found that for his model physics a realistic pycnocline
and poleward heat transport are incompatible, with the
former requiring a smaller diffusivity than the latter. In
addition, McWilliams (1996) places the desire to model
the complex, rough ocean bottom and coastline of phys-
ical reality in competition with the simple, smooth to-
pography needed to assure numerical accuracy.

A common OGCM boundary condition is to restore
the surface tracer values to observed climatology, with
a time constant that ranges from days to months (e.g.,
Cox and Bryan 1984; Danabasoglu and McWilliams
1995). Such a formulation precludes the possibility of
having nonzero flux coincident with correct model sur-
face tracer fields, and spatial variability in the tracer
flux fields, especially freshwater, becomes excessive
with shorter time constants. Often, the specified cli-
matology and time constant vary with time and space
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and are designed to give observed surface fluxes when
surface tracer values match observations (e.g., Haney
1971; Han 1984). Alternative flux boundary conditions
are usually employed for momentum and can be used
for tracers by specifying the net heat and freshwater
fluxes everywhere over the model domain. However,
the sea surface temperature (SST) of OGCMs forced
with specified tracer fluxes often evolves far from the
observed surface temperature used to compute the fluxes
(Rosati and Miyakoda 1988). This physical inconsis-
tency is due to the lack of air–sea feedbacks, which can
be overcome by bulk forcing where the uppermost mod-
el temperature is equated to SST in the bulk formulas
used to compute the fluxes. For example, Hirst and God-
frey (1993) and Oberhuber (1993) employ bulk thermal
forcing but do not link the heat and freshwater fluxes
through evaporation. Ocean variability studies have suc-
cessfully employed mixed tracer boundary conditions
where the surface temperature is restored, but the fresh-
water flux is specified, usually as diagnosed from a re-
stored salinity experiment (e.g., Tziperman et al. 1994).

A major advance in the observational database is the
routine production of all the surface fluxes and flux
parameters by the Numerical Weather Prediction centers
such as the National Centers for Environmental Predic-
tion (NCEP) and the European Center for Medium-
Range Weather Forecasts (ECMWF). Barnier et al.
(1995) review thermal forcing of OGCMs and formulate
a thermal boundary condition based on ECMWF anal-
yses. Three years of these data are used to compute
climatologies of SST and net heat flux. Standard bulk
formulas express the net heat flux as a function of SST.
Their net surface heat flux is then given by a two-term
Taylor series expansion of this function at all locations.
The second term of this expansion is similar to the Ha-
ney (1971) and Han (1984) thermal forcing.

Subgrid-scale vertical mixing is usually parameter-
ized as downgradient diffusion and often, particularly
at depth, the vertical eddy diffusivity and viscosity are
constant. In addition, some means of relieving gravi-
tationally unstable density stratification is usually pro-
vided. Two popular schemes are substantial enhance-
ment of the vertical diffusivity in unstable regions and
convective adjustment. In the latter there is instanta-
neous mixing of all tracers until marginal stability is
achieved. However, it is known that boundary layers
have distinctive physics (Wyngaard 1982) and hence
require their own mixing rules. In OGCMs the oceanic
boundary layer is sometimes implicitly confined to the
uppermost model level by applying interior mixing rules
at all other depths. However, Chen et al. (1994) find
that resolving boundary layer mixing in the upper layers
of a tropical ocean improves the large-scale equatorial
circulation as well as the amplitude and phase of the
annual cycle of SST.

An OGCM cannot resolve all the topographic features
of the ocean bottom and coastline, necessitating com-
promises. It is unclear which topographic features an

OGCM should strive to represent most faithfully, al-
though sill depth and cross-sectional area for passages
with strong flows are likely to be of importance. If the
width is too near the horizontal grid scale, the flow
experiences excessive viscous damping due to no-slip
side boundary conditions. Common practice is to widen
important straits until at least four active velocity grid
points are included. For example, a single, 4–5 gridpoint
wide Indonesian Channel often connects the Pacific and
Indian Oceans. The dramatic consequences of not hav-
ing this passage in a global OGCM are shown by Hirst
and Godfrey (1993). Drake Passage is another critical
strait, whose width is sometimes doubled in coarse-res-
olution models (e.g., Toggweiler et al. 1989; Danaba-
soglu and McWilliams 1995). Although the Strait of
Gibraltar is the source of saline Mediterranean Water,
complete closure is often preferred to the excessive en-
largement required to satisfy resolution issues (e.g.,
Hirst and Godfrey 1993; Danabasoglu and McWilliams
1995). Analogous problems are associated with the flow
over sills and ridges, such as the Icelandic Ridge be-
tween Greenland and Europe.

The hypothesis guiding the present work is that more
realistic and less constraining surface boundary con-
ditions, more physical subgrid-scale vertical mixing, in-
cluding boundary layer processes, and more accurate
domain geometry and topography will result in im-
proved equilibrium OGCM solutions. The strategy is to
advance the OGCM of Danabasoglu and McWilliams
(1995), hereafter referred to as DM95, to document any
improvements and to isolate their cause. Although this
work is ongoing, some significant progress is reported
here. Of particular interest are equilibrium, climate rel-
evant, annual-mean quantities such as water mass for-
mation, the poleward transport of heat and freshwater,
the thermohaline circulation, and the distributions of
temperature and salinity especially at depth.

DM95 is similar to many previous coarse-resolution
models, apart from its mesoscale tracer transport param-
eterization (Gent and McWilliams 1990). The major dif-
ferences between our baseline integration and DM95 are
the latitudinal resolution and topography, so the effects
of the domain modifications can be examined. Other dif-
ferences are detailed in section 2. In the baseline, referred
to as R–E for restoring boundary conditions and en-
hanced mixing, there is strong restoring of surface tem-
perature and salinity everywhere, and the vertical eddy
diffusivity and viscosity are constants, except above 50-m
depth and in regions of gravitational instability where
they are greatly enhanced. This baseline is extensively
compared to other near-equilibrium solutions where more
realistic bulk forcing based on NCEP reanalysis and sat-
ellite data products is employed, except under diagnosed
sea ice, and where the K-profile parameterization (KPP;
section 4) of Large et al. (1994) governs vertical mixing
in both the oceanic boundary layer and interior. When-
ever the effects of KPP and bulk forcing, including under
sea ice restoring, need to be distinguished, the near-equi-
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TABLE 1. Summary of forcing in the numerical experiments and
uncertainties due to not reaching absolute equilibrium. Units of the
restoring coefficients for heat flux, GQ, and freshwater fluxes, GF and
Gw, are W m22 K21 and mg m22 s21 ppt21, respectively. Sea ice for-
mation and melt are enabled with fsi 5 1.0 and disabled with fsi 5
0.0. The precipitation adjustment factors used throughout the syn-
chronous integrations are given as fP(960). Estimates of maximum
expected drift during an additional 100 years of synchronous inte-
gration are given as dumax and dSmax (in units of 8C and ppt).

GQ GF fsi Gw fP(960) dumax dSmax

R–E
R–K
B–K1

B–K
B–K2

B–E

93
93
93

386
386
386

665
665
665

2770
2770
2770

1.0
1.0
1.0
1.0
0.0
1.0

0
0

23
23
23
23

—
—

1.1085
1.1050
1.1140
1.1080

20.0082
0.0040

20.0250
0.0675
0.0321
0.1301

20.0006
0.0003
0.0026
0.0077
0.0025
0.0188

FIG. 1. Continental outlines and bottom topography of the model. Depth contours are 0.5-km
intervals. Thinner lines are used for 0.5-km and 1-km contour levels. The thick, solid, vertical line
segments mark the center of the meridional sections through the Atlantic Ocean used in Fig. 5.

librium solutions of several variants are examined. One
case, R–K, uses the restoring of the baseline and KPP
mixing. In the other variants the bulk forcing differs in
the strength of the under ice restoring and whether or
not sea ice is allowed to form and melt locally. A total
of six equilibrium solutions have been obtained within
the computational resources allocated for this study. The
forcing, including variations, are detailed in section 3 and
summarized in Table 1.

2. Model configuration and parameters

a. Resolution, geometry, and topography

The model domain is global, extending from 80.18S
to 908N. The longitudinal resolution of the model is

constant at 3.68. The latitudinal resolution is variable.
Near the equator, it is 1.88 to better resolve the equatorial
currents. Away from the equator it increases to a max-
imum of 3.48, then decreases in the midlatitudes as the
cosine of latitude to maintain horizontally uniform (iso-
tropic) grid boxes. It is kept constant at 1.88 poleward
of 608 to prevent any additional restrictions on the model
time step. The maximum model depth is 5000 m, and
there are 25 vertical levels, monotonically increasing in
thickness from 12 m near the surface to 450 m near the
bottom. The minimum model depth restriction is relaxed
from the 2500 m of DM95 to 49 m, corresponding to
3 vertical levels and allowing for more realistic sill
depths of the Icelandic Ridge and Drake Passage. The
present model resolution is somewhat finer (7400 hor-
izontal grid points) than the 48 3 38 3 20 level reso-
lution used in DM95 (5400 horizontal grid points).

The land boundaries used in the present study are
shown in Fig. 1. The Indonesian Channel, the Florida
Straits, and the connections to the Sea of Japan are much
wider than in reality. The present 9.48-wide Drake Pas-
sage closely matches the actual width of the passage.
Antarctica, Australia, Cuba/Hispaniola, Iceland, Japan,
Madagascar, New Zealand, and Spitsbergen are the only
islands in the model. In contrast, in DM95 Antarctica,
Australia, and the North Pole are the only islands, and
the Drake Passage is 158 wide. However, similar to
DM95, Greenland is connected to North America. Also,
the Bering and Gibraltar Straits and the Red Sea outflow
are closed, with potential consequences for the prop-
erties of the Arctic, Atlantic, and Indian Ocean basins,
respectively.
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The bottom topography of the model is based on the
data from the NOAA National Geophysical Data Center
(Sloss 1988). After obtaining the topography on the
present model grid, several modifications are done to
prevent numerical instabilities and inaccuracies asso-
ciated with topographic roughness. First, a local, five-
point Gaussian filter is applied five times to smooth the
bottom topography (Fig. 1). The advectively isolated
holes at depth, usually with one-gridpoint spatial ex-
tents, are then filled. To preserve smoothness, three
points in the Denmark Strait are lowered by one grid
level, and one point southeast of Iceland is raised by
one grid level. Nevertheless, the topography of the Den-
mark Strait and Faroe–Iceland Ridge is realistic with
maximum depths of 734 and 903 m, respectively. Fi-
nally, the North Pole point and the grid points imme-
diately south of it are artificially adjusted to have a depth
of 3680 m.

b. Model description and parameters

The governing equations of the oceanic general cir-
culation model are the primitive equations in spherical
coordinates, with the hydrostatic, Boussinesq, and rigid-
lid approximations. The model is based on the Modular
Ocean Model (MOM 1.1) of the Geophysical Fluid Dy-
namics Laboratory (GFDL) (Bryan 1969; Cox 1984;
Pacanowski et al. 1991, 1993). In addition to a single
vertical velocity computation, Danabasoglu et al. (1994)
and DM95 add the isopycnal transport parameterization
of Gent and McWilliams (1990) and extensively study
its effects on OGCMs. The most important additional
features implemented for the present study are KPP ver-
tical mixing (section 4), surface bulk forcing (section
3; appendix A), sea ice formation (section 3), and ad-
ditional tapering functions used in the isopycnal trans-
port parameterization (appendix B). Others include
treatment of the North Pole as an active tracer point,
ability to taper horizontal viscosity and isopycnal dif-
fusion coefficients to obey viscous stability limits, and
inclusion of additional viscous terms in the momentum
equations to preserve solid body rotation (Wajsowicz
1993). This line of model development continues as the
NCAR (National Center for Atmospheric Research) Cli-
mate System Model (CSM) Ocean Model and the com-
plete suite of modifications/improvements, including
those implemented subsequent to the current study, is
detailed in NCAR Oceanography Section (1996).

In all the numerical experiments, the horizontal eddy
viscosity AMH, horizontal eddy diffusion AtH, isopycnal
diffusion AI, and thickness diffusion AITD coefficients
are formulated identically. Numerical values are AMH 5
3.0 3 105 (a factor of 3 smaller than DM95), AtH 50
[as allowed with the Gent and McWilliams (1990) pa-
rameterization], and AI 5 AITD 5 0.8 3 103 m2 s21. Here
AMH is chosen to allow resolution of the lateral viscous
boundary layer (Munk 1950) and to limit the two-grid-
point noise in the barotropic streamfunction, which is

integrated using the five-point conjugate gradient al-
gorithm with sufficiently small convergence limit (Der-
ber 1987): AI and AITD are determined from observed
(isobaric) float dispersion (Freeland et al. 1975;
McWilliams et al. 1983), from sensitivity of some in-
tegrated model transports, especially the Antarctic Cir-
cumpolar Current transport (DM95), and from diag-
noses of much higher resolution models (Rix and Wil-
lebrand 1996). They are both set to 1.0 3 103 m2 s21

in the primary case (I1) of DM95. Also, a quadratic
bottom drag is used with a dimensionless drag coeffi-
cient of 1.0 3 1023. To relax the severe restriction on
the length of time step allowed for advective numerical
stability due to converging meridians toward the North
Pole, the flow variables are Fourier filtered north of
758N (Holloway et al. 1973). No filtering is used in the
Southern Hemisphere. Although the Fourier filter pre-
serves the mean of a transformed variable and reduces
its variance along a latitude line at constant depth, the
spatial redistribution of the variable in longitude may
be different at neighboring latitudes and depths. Thus,
filtering may contribute to small spatial-scale variability
seen in the Arctic. A second restriction on model time
step at high latitudes is due to the viscous/diffusive com-
putational stability limit. Consequently, AMH is tapered
north of 81.98N, using the viscous stability equation.
North of 87.38N, AMH is kept constant at 0.6 3 105 m2

s21. At all latitudes AI and AITD satisfy this constraint
without tapering. The vertical diffusion terms are treated
implicitly.

As in DM95, the time integration is performed in two
stages, both with a 3504 s time step for the momentum
and barotropic streamfunction integrations. First, the ac-
celeration technique of Bryan (1984) is used to accelerate
the convergence to equilibrium in the abyssal ocean. In
this accelerated phase, the tracer time step is larger by
factors of 10 above 1099 m, 50 between 1099 m and
2510 m, and 100 below 2510 m. Thus, the upper- and
deep-ocean tracer time steps are about 0.4 and 4 days,
respectively. All experiments are accelerated for 96 mo-
mentum years, 960 surface tracer years, or 9600 deep
tracer years. In the second stage, these integrations are
continued for 30 years with equal (synchronous) time
steps of 3504 s for all equations at all depths. The annual-
mean fields from the last synchronous year, sampled ev-
ery 15.21 days, are presented in sections 5 and 6.

Danabasoglu et al. (1996) present a detailed analysis
of this time integration procedure, including the effects
of unequal time steps and the requirements for equilib-
rium. They find the vertical tracer diffusion to have the
longest timescale and recommend an accelerated inte-
gration of 6000 deep tracer years followed by 15 syn-
chronous years. At the completion of our 50% longer
accelerated integrations the temporal trends in the deep
ocean salinity and potential temperature of each ocean
basin are only about 1 3 1026 8C yr21 and 1 3 1026

ppt yr21, respectively, so practical equilibrium is at-
tained. But during the synchronous phase only near-
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equilibria are reached, because the change in the surface
tracer time step results in further adjustments that do
not completely disappear in 30 years. Therefore, the
annual-mean fields from the last three synchronous
years are used to estimate the maximum drifts in po-
tential temperature u and salinity S that might occur
over an additional 100 years of synchronous integration.
Such estimates from the model level at 3474-m depth
are computed globally and for each basin (excluding the
Arctic, which has very little volume at this level). For
each case, Table 1 gives the values for the basin with
the largest possible 100-yr change, as dumax and dSmax.
This basin is the Atlantic in all cases except for B-K1

where the Southern Ocean has the largest trend estimate.
In all cases the change estimates for the global average
at 3474 m are at least a factor of 3 smaller for both u
and S.

The adjustments during the synchronous integrations
diminish systematically with time, so very small trends
would be expected after an additional 100 years. There-
fore, dumax and dSmax entries in Table 1 serve as a mea-
sure of the uncertainty in level averages of u and S due
to the solutions not being in perfect equilibrium at the
end of the synchronous integration. As in DM95, this
uncertainty is very small in the restoring cases. How-
ever, it is considerably larger in the other cases, but still
small compared to case-to-case differences (sections 5
and 6).

3. Surface boundary conditions

The form of the forcing of the two restoring cases,
R–E and R–K, is identical to that of DM95. However,
DM95 restores to two annual harmonics and the present
cases to midmonth climatologies (appendix A). The sur-
face boundary conditions of the momentum equations
are the zonal and meridional wind stresses. Everywhere,
the only component of the net surface heat and fresh-
water fluxes is a strong restoring denoted by subscript
(s):

Q 5 Q 5 G (u 2 u ),s Q STR 1

F 5 F 5 2G (S 2 S ), (3.1)s F L 1

where u1 and S1 are the model’s evolving upper-layer
potential temperature and salinity, and uSTR and SL are
the corresponding annual cycles of climatological SST
and salinity from Shea et al. (1990) and from Levitus
(1982), respectively (appendix A). The restoring coef-
ficients (Table 1) can be interpreted either as a 25-day
restoring timescale over the upper 50 m of enhanced
mixing, or a 6-day timescale over the thickness of the
upper model level (12 m). Monthly fields of wind stress
components, uSTR, and SL are linearly interpolated to each
model time step, and details of how these fields are
constructed are given in appendix A.

In the bulk forcing cases of Table 1 the wind forcing
remains unchanged. Because the ocean model is not yet

coupled to an explicit sea ice model, strong restoring
in temperature and salinity is applied under sea ice. A
fractional coverage of sea ice fice is diagnosed from the
Shea et al. (1990) SST climatology, as detailed in ap-
pendix A. The bulk net surface heat and freshwater
fluxes, with all components defined to be positive down-
ward, then become

Q 5 (1 2 f )Q 1 f Q 1 f Qice as si si ice s

F 5 (1 2 f )F 1 f F 1 f F 1 (1 2 f )F ,ice as si si ice s ice w

(3.2)

where the usual air–sea fluxes, Qas and Fas, and a weak
salinity restoring, Fw, are applied only to diagnosed open
(ice free) water. Fluxes associated with local sea ice
formation and melt, Qsi and Fsi, can occur anywhere
provided these processes are enabled by setting fsi 5 1.
Strong under-ice restoring is fully applied only under
complete ice coverage, fice 5 1. Under partial coverage
(0 , fice , 1) it is combined with the air–sea fluxes
according to (3.2), so that there is a smooth transition
from completely ice free to fully ice covered regions.

With bulk forcing the air–sea fluxes are the most im-
portant heat and freshwater forcing, because they dom-
inate over more than 90% of the ocean’s surface. These
fluxes are as similar as is practical to the coupled forcing
between the ocean model and an active atmospheric
model (Bryan et al. 1996):

Q 5 Q 1Q 1 Q 1 Q ,as sen lat lw sw

F 5 P 1 E. (3.3)as

Details of the computation of precipitation P; of the
turbulent fluxes of sensible heat Qsen, latent heat Qlat,
and evaporation E; and of the net solar Qsw, and long-
wave Qlw, radiative heat fluxes are given in appendix
A. The prognostic model temperature u1 is equated to
SST in the empirical bulk formulas for the air–sea fluxes
(3.3). Like the wind stress components, most of the other
air–sea flux parameters are derived from the 6-hourly
NCEP reanalyses (Kalnay et al. 1996) for the years
1985–88. However, various satellite data products are
used for cloud fraction and solar radiation (ISCCP;
Bishop and Rossow 1991; Rossow and Schiffer 1991)
and precipitation (MSU; Spencer 1993).

With bulk forcing the possibility exists for the air–
sea heat flux, when applied over a time interval dt, to
produce regions of subfreezing model upper-layer tem-
peratures. This condition is relieved by applying addi-
tional surface fluxes over the time interval that can be
associated with the formation of sea ice. These fluxes
are computed everywhere as

21Q 5 c r (u 2 u )Dz dt ,si p o f 1 1

21F 5 2Q L , (3.4)si si f

where L f 5 334 000 J kg21 is the latent heat of fusion,
cp 5 3996 J kg21 K21 is the heat capacity of sea water,
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TABLE 2. Global- and annual-mean heat and freshwater component
fluxes from diagnostic SST calculations using uSTR and from the equi-
librium B–K case using u1. Averaging is performed over the total
model ocean area (total area 5 3.523 3 108 km2, ice free area 5
3.285 3 108 km2). The heat and freshwater fluxes are in watts per
square meter and meters per year.

uSTR

Original Adjusted
u1

(B–K)

Qsw

Qlw

Qlat

Qsen

Qsi

Q

172.0
247.2
273.3
28.3

—
43.2

150.6
249.1
292.2
28.3

—
1.0

150.6
249.1
291.3
28.8
21.4

0.0

E
P
Fsi

F

20.925
1.027
—

0.102

21.163
1.163
—

0.000

21.152
1.138
0.014
0.000

ro 51026 kg m23 is the sea water density, u f 5 21.88C
approximates the freezing point of sea water, and Dz1

5 12 m is the thickness of the uppermost model level.
Thus any subfreezing surface water is immediately heat-
ed to the freezing point with a corresponding salinity
increase. The associated sea ice is accumulated locally,
but is not transported and effects neither fice nor the air–
sea fluxes. If model-generated sea ice is present it keeps
the surface temperature at freezing by making Qsi neg-
ative in (3.4) until it is all melted. Such melt also de-
creases the surface salinity according to Fsi . 0 in (3.4).
Because of vertical mixing, allowing deeper layers to
freeze has little impact on the model solutions.

Of all the fluxes, the precipitation rates over the ocean
are generally the most poorly known. Precipitation er-
rors in bulk forcing could lead to unbounded local sa-
linity trends. Therefore, the Levitus (1982) salinity cli-
matology is used to provide some local constraint. Spe-
cifically, a local weak restoring freshwater flux Fw with
zero global mean is applied over ice free regions (3.2).
It is computed from (3.1), but with a weak coefficient
Gw, that corresponds to a 2-yr restoring timescale over
12 m (Table 1). At every time step the global mean over
the ice free ocean is subtracted so that Fw does not
contribute to the global salinity budget.

Considerable uncertainty is associated with current
air–sea heat and freshwater flux estimates (Weller and
Taylor 1993). Appendix A describes how our atmo-
spheric climatology has been adjusted, within accept-
able error ranges, to generate globally balanced heat and
freshwater budgets for an ocean with climatological sea
surface temperature uSTR.

a. Bulk forcing variants

Each model run is initialized with the January-mean
Levitus u and S fields, then integrated to near equilib-
rium at which time there are essentially zero net surface
fluxes (Table 2) and little drift (Table 1). The first variant

of bulk forcing (B–K1) differs from the baseline R–E
in its use of both KPP and bulk forcing. Even though
the strong under-ice restoring coefficients are un-
changed, the fluxes into the ice-covered Arctic Ocean
are different. The choice is whether to keep the under-
ice restoring coefficients constant or to make the fluxes
more alike.

In order to investigate this issue, consider the annual-
mean equilibrium surface fluxes in two circumpolar lat-
itude bands; 808 to 878N and 758 to 808N. Over the
more northern band the net freshwater flux is 222.1,
213.7, and 211.6 mg m22 s21 in cases R–E, R–K, and
B–K1, respectively, while the respective freshwater
gains over the southern band are 31.5, 22.4, and 20.2
mg m22 s21. First compare the cases with identical un-
der-ice restoring coefficients; R–E and R–K (Table 1).
There is a similar reduction in the surface cooling over
these latitudes. The smaller heat and freshwater flux
magnitudes of R–K are indicative of smaller property
differences in (3.1). The use of bulk air–sea fluxes over
the ice free ocean in B–K1 leads to a further reduction
in the freshwater flux magnitudes over both latitude
bands. However, the Arctic fluxes can be made more
compatible with R–E by increasing the under-ice re-
storing coefficients of bulk forcing. For example, a four-
fold increase in both GQ and GF results in average fresh-
water fluxes of 215.0 and 25.5 mg m22 s21 in the above
two latitude bands, respectively. There is also an in-
crease in the cooling over the southern band, where the
contribution to the buoyancy flux from the heat flux is
nearly 50% that of the freshwater flux. In the northern
band the effect on the cooling is mixed, but unimportant
because the heat flux makes a negligible contribution
to the buoyancy.

Since a major purpose is to isolate and evaluate the
effects of bulk forcing over the ice free ocean, it can
be argued that the more similar the under-ice fluxes the
more meaningful the comparison. Therefore, the case
with four times larger restoring coefficients (B–K; Table
1) is chosen for the most detailed comparison with R–
E, and as a basis for two other experiments (Table 1).
In case B–E, the KPP mixing of B–K is replaced with
the enhanced vertical mixing of R–E so that the effects
of KPP can be assessed cleanly. Experiment B–K2 is
identical to B–K except the sea ice formation and melt
processes are disabled by setting fsi 5 0 in (3.2). Of
course arguments can be made for using B–K1 as the
basis of similar sensitivity experiments, but the com-
putational resources are not available to pursue more
than one option.

b. Net annual-mean heat and freshwater fluxes

The global annual-mean net heat and freshwater flux-
es and individual flux components are shown in Table
2 for the original and adjusted diagnostic calculations
using the Shea et al. (1990) SSTs, along with the equi-
librium B–K solution. The primary balance in the global
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FIG. 2. Volume-averaged annual-mean potential temperature and salinity. Case H1 is from
Danabasoglu and McWilliams (1995) and represents an integration with the horizontal tracer eddy
diffusivity set to 1.0 3 103 m2 s21. The climatological potential temperatures are computed from
Levitus (1982) in situ temperatures. The dotted lines represent potential density (referenced to 6
m) contours in sigma units.

heat budget is between solar warming and evaporative
cooling, with smaller contributions from the net long-
wave and sensible heat fluxes. As desired, the net heat
and freshwater fluxes with the adjusted atmospheric cli-
matology are near zero, and the global-mean u1 in the
B–K solution (18.0908C) is nearly identical to that of
the Shea et al. (1990) climatology (18.0808C).

The global, volume-average temperatures and salin-
ities of some equilibrium solutions and the Levitus
(1982) climatology are presented in Fig. 2. The dis-
placements from climatology reflect the integrated net
surface heat and freshwater imbalances as well as non-
conservative effects of the acceleration technique (Dan-
abasoglu et al. 1996). As in DM95, the combination of
surface restoring and the Gent and McWilliams (1990)
mesoscale eddy transport parameterization leads to
global mean states of R–E and R–K that are about 0.28C
too cold and nearly 0.15 ppt too fresh (Fig. 2). Without
the eddy transport of tracers (DM95, case H1), the mean
state is much too warm and still too fresh (Fig. 2).

In contrast, the bulk flux forcing cases fall much clos-
er to the Levitus (1982) averages (Fig. 2). In part, this
improvement reflects the methods used for integrating
to steady state, in particular the annual adjustment of
the precipitation field (appendix A). However, the net
freshwater flux is not constrained to be zero, so there
is some drift away from the initial Levitus (1982) global
average. The least drift in both u and S occurs for B–
K. Comparison with B–E shows the overall cooling and
freshening improvements due to KPP. The sea ice for-

mation appears to have a similar influence, because the
B–K2 result (not shown) is very close to B–E in Fig. 2.
The stronger under-ice restoring of B-K relative to B–
K1 leads to about a 0.258C cooling improvement and is
responsible for about 15% of the salinity improvement
over the restoring cases in Fig. 2.

Annual-mean temperature and salinity distributions
arise from water mass formation processes, that is, from
a combination of the surface property fields and net heat
and freshwater fluxes (Figs. 3 and 4). The annual-mean
model net heat flux maps are generally quite similar to
those constructed by Oberhuber (1988) from the
COADS data. There is net warming in the Tropics and
eastern subtropics and cooling in the western boundary
currents and high latitudes (Fig. 3). Note that the Ob-
erhuber (1988) flux fields have been masked out in areas
where the data coverage from the COADS data is too
poor. Elsewhere, the overall similarity is expected be-
cause similar empirical bulk flux formulas are used. The
balance in the model (e.g., B–K, Table 2) differs, how-
ever, in that the dominant terms, the net short-wave and
latent heat fluxes, are both larger than those in the Ob-
erhuber (1988) fields. Other regional differences also
arise, such as 1) in the western boundary current regions
(e.g., Gulf Stream, Kuroshio) where the model poleward
and eastward transports of warm surface water appears
to be too weak and 2) offshore of western North Africa
where the model actually loses heat perhaps due to too
little upwelling. Several pockets of large net annual
cooling are observed in the model Southern Ocean near
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FIG. 3. Annual-mean surface net heat flux from the Oberhuber
(1988) COADS climatology, and the R–E and B–K near-equilibrium
solutions. The contour interval is 25 W m22. The thin lines represent
negative contour levels and indicate oceanic heat loss.

FIG. 4. Annual-mean surface net freshwater flux from the Ober-
huber (1988) COADS climatology and the R–E and B–K near-equi-
librium solutions. The contour interval is 0.5 m yr21 (16 mg m22 s21).
The thin lines represent negative contour levels and indicate oceanic
freshwater loss. The local maximum in R–E at 458N, 3208E in the
North Atlantic is 8.9 m yr21.

the boundary between open ocean and sea ice. The mod-
el regions of deep-water formation in the North Atlantic
and Antarctic are also marked as regions of net cooling.

The net freshwater field over the ocean is less well
known from observations, particularly with regards to
precipitation (Schmitt 1994). Nevertheless, the overall
patterns from the model are broadly consistent with the

Oberhuber (1988) climatology with net freshwater input
in the Tropics, high latitudes and the South Pacific con-
vergence zone, and with net evaporation in the subtrop-
ical gyres (Fig. 4). One exception is the midlatitude storm
track regions, where the satellite-based MSU data suggest
higher precipitation rates. The effect of the strong under-
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ice restoring in the Arctic, perhaps coupled with the Fou-
rier filtering, is shown by the large amplitude variations
in the net freshwater flux on short spatial scales. This
effect is somewhat reduced by the weaker under-ice re-
storing of R–E and B–K1 compared to B–K.

Although the equilibrium fluxes of R–E and B–K
display similar patterns and generally agree within un-
certainties with Oberhuber (1988), there are differences
in detail. These differences, when accumulated over
time and integrated spatially, lead to significant differ-
ences in model solutions. In addition to the global av-
erages of Fig. 2, we shall show in section 5 that restoring
and bulk forcing produce differences in basin average
property profiles, meridional overturning, and poleward
heat and freshwater transport.

4. Vertical mixing

The general forms of the subgrid-scale vertical mix-
ing of horizontal momentum u and of any tracer t are

(A (u) ) and (A [(t) 2 g ]) , (4.1)MV z z tV z t z

respectively. Here, z is the vertical coordinate, positive
upward, and in subscript form it denotes partial differ-
entiation. The KPP vertical mixing scheme is used to
determine the profiles of viscosity AMV, tracer diffusivity
AtV, and nonlocal boundary layer tracer transport gt. The
first step is to diagnose the depth hbl of the oceanic
boundary layer, which can be very different than the
mixed layer depth. Essentially hbl is a measure of how
deep a turbulent boundary layer eddy with a near-sur-
face velocity and buoyancy can penetrate into the in-
terior stratification before becoming stable, in a Rich-
ardson number sense, relative to the local velocity and
buoyancy. Numerically it is the shallowest depth that
an appropriate Richardson number first exceeds a crit-
ical value, Ric 5 0.3. Further details are given in Large
et al. (1994).

In KPP cases, the three vertical mixing processes ac-
tive in the ocean interior below hbl are internal wave
breaking, vertical shear instability, and convection, but
double diffusion is not enabled. All three are parame-
terized as downgradient fluxes (see Large et al. 1994
for detailed descriptions), so their local mixing coeffi-
cients are simply summed to give the profiles of effec-
tive overall interior viscosity and diffusivity. Internal
wave breaking is assumed to contribute background
mixing everywhere in the interior and is, therefore, par-
ameterized by constant viscosity and diffusivity coef-
ficients; 16.7 3 1024 and 0.5 3 1024 m2 s21, respec-
tively. As the local gradient Richardson number Rig de-
creases from 0.7 to 0.0, the mixing coefficients asso-
ciated with resolved vertical shear instability increase
nonlinearly from zero to 50 3 1024 m2 s21 for both
momentum and tracers. In convective regions of the
ocean interior, Rig , 0, these coefficients are greatly
increased to 1000 3 1024 m2 s21.

The profile of mixing coefficients in the boundary

layer (0 , s 5 2z/hbl , 1) is expressed as the product
of depth-dependent turbulent velocity scales, wM and wt,
and a nondimensional vertical shape function G(s):

A (s) 5 h w (s)G(s),MV bl M

A (s) 5 h w (s)G(s). (4.2)tV bl t

At all depths the mixing coefficients are directly pro-
portional to hbl, reflecting the ability of deeper boundary
layers to contain larger, more efficient turbulent eddies.
The shape function is a cubic polynomial (O’Brien
1970)

2G(s) 5 s(1 1 a s 1 a s ). (4.3)2 3

The physical condition that turbulent eddies do not cross
the surface is satisfied because G(0) 5 0. It can be
shown (Large et al. 1994) that in the surface layer, s
, 0.1, Monin–Obukhov similarity theory is satisfied by
(4.1), (4.2), and (4.3) if the turbulent velocity scales are
properly formulated. Under neutral forcing the turbulent
velocity scales are proportional to the friction velocity
and in pure convective forcing depend on the convective
velocity scale, with a blending of the two under the
usual combination of wind and buoyancy forcing. The
coefficients a2 and a3 in (4.3) are computed to make the
interior and boundary layer diffusivities and their gra-
dients match at s 5 1; z 5 2hbl. Thus, interior mixing
is able to influence the entire boundary layer.

The nonlocal transport term in (4.1) is nonzero only
in the boundary layer for tracers under unstable (con-
vective) forcing. In these conditions it is parameterized
by Large et al. (1994) as

wt (0)
g 5 15.8 , (4.4)t w (s)ht bl

where wt(0) is the surface kinematic flux of the appro-
priate tracer. The surface potential temperature flux
wu(0) includes the solar radiation absorbed within the
boundary layer. For nonzero gt, mixing can occur in
regions with no vertical gradients, and the tracer fluxes
can be countergradient. Even though there is vigorous
mixing in the boundary layer, sufficient buoyancy loss
through the surface can maintain local static instability,
as observed by Anis and Moum (1992).

In R–E, B–E, and DM95 the vertical mixing is more
conventional. There is only downgradient diffusion (gt

5 0). Nearly everywhere below 50-m depth, the mixing
coefficients are set at the minimum KPP interior values:
AMV 5 16.7 3 1024 and AtV 5 0.5 3 1024 m2 s21. Above
50-m depth both AMV and AtV take on KPP values given
by (4.2) for hbl 5 50 m, a2 5 22, a3 5 1, and neutral
forcing with a wind speed of 7 m s21 (wM 5 wt 5 0.003
m s21). This enhanced mixing is strong (e.g., AMV 5 AtV

5 200 3 1024 m2 s21 at 12-m depth) and effectively
mixes the upper 50 m in R–E and B–E, but has no effect
on DM95 whose uppermost level is 50 m thick. The
exception to these rules is that anywhere there is di-
agnosed gravitational instability, the mixing coefficients
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FIG. 5. March and September monthly mean mixed layer depths from B–K (solid line) and B–E (dotted line), and
boundary layer depths from B–K (circles) along the 3 gridpoint wide (10.88 of longitude) meridional section of the
model Atlantic Ocean shown in Fig. 1. Vertical bars extend over the range of boundary layer depths encountered in
the space–time averaging.

are much larger than in KPP. Hirst and Cai (1994) report
little change in model solutions for these convective
coefficients in the range 1 to 1000 m2 s21, so R–E and
B–E use intermediate values of AMV 5 AtV 5 100 m2

s21.
Figure 5 shows meridional sections of the average

mixed layer depths from B–K and B–E, and the averages
and ranges of hbl from B–K for March and September.
From among the numerous definitions of mixed layer
depth, the following is adopted because it can be applied
globally throughout the annual cycle. First, the discrete
model profile of buoyancy bk at depth 2zk is scanned
for the maximum of (bk 2 b1) , where the first level21zk

buoyancy b1 is equated to the surface buoyancy. The
mixed layer depth hml is then the shallowest depth where
the local, interpolated buoyancy gradient equals this
maximum. Buoyancy profiles that are linear and stable
to the bottom are assigned hml 5 2z1. Whenever all
deeper buoyancies are greater than or equal to b1, the
mixed layer depth equals the depth of the bottom level.

KPP mixing develops boundary layers that are highly
variable both spatially and temporally (Fig. 5). Monthly
averages of hbl (circles) are much shallower in the sum-
mer hemisphere than the winter. In the winter hemi-
sphere the maximum boundary layer depth can reach
the deepest model grid point, and it is often much deeper
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FIG. 6. Annual-mean vertically integrated mass transport (barotropic) streamfunction from B–
K. Contour interval is 10 Sv. The thin lines represent negative contour levels and indicate coun-
terclockwise circulation.

than the average of hbl. This characteristic can lead to
average mixed layers that are deeper than average
boundary layers. In regions of known deep convection,
the Weddell Sea, the Nordic Seas, and the western sub-
polar gyre of the North Atlantic, the boundary layer
with its large mixing coefficients reaches well below
the mixed layer to beyond 2000-m depth. The latter is
observed in the Labrador Sea, but occurs in the Irminger
Sea region in the model. This penetrative mixing par-
ameterizes the entrainment caused by convective ele-
ments that extend throughout the boundary layer. How-
ever, the boundary layer is not at its maximum long
enough for the mixed layer to reach as deep. Nonethe-
less, the deep mixed layers produced by KPP mixing
in B–K are 200 to 700 m deeper than the convective
mixed layers of B–E (Fig. 5). In these coarse-resolution
models there is little anticyclonic circulation and no
deep mixing in the Labrador Sea. The wintertime mixed
layer depths in the subtropical gyres of B–K are about
400 m in the North Atlantic and about 200 m in the
South Atlantic. The B–E depths are comparable, except
around 458N.

In the summer hemisphere and equatorial regions the
convective mixing of B–E does not operate, and the
mixed layer depth is uniformly pegged at 50 m by the
enhanced mixing. The KPP mixing tends to produce
shallower mixing and, hence, warmer surface temper-
atures and more sensitivity to surface fluxes. Between
about 608 and 708S there is a distinct annual cycle of
mixing at all longitudes in response to the annual cycles
of heating and wind stress. The latter has an average

amplitude of about 0.05 N m22 and is out of phase with
the former (Trenberth et al. 1990). The strong winter
winds and cooling produce maximum boundary layer
depths of nearly 500 m and average mixed layer depths
in both B–K and B–E of about 300 m. In the Indian
and Pacific sectors there is another distinct band of mix-
ing to similar depths south of 708S, especially evident
in the Ross Sea. Vertical mixing depths in the northern
Indian Ocean are shallower (,100 m) and display a
monsoon-related annual cycle.

5. Annual-mean climatology

a. Barotropic streamfunction

The vertically integrated mass transport (barotropic)
streamfunction is shown in Fig. 6 only for B–K. The
gyre patterns and transport magnitudes depend mainly
on the wind forcing and are, because of the identical
winds, very similar in all solutions. In the Northern
Hemisphere, both the Atlantic and Pacific contain a cy-
clonic subpolar gyre, an anticyclonic subtropical gyre,
and a weak cyclonic tropical gyre. An anticyclonic gyre
centered north of the Bering Strait is present in the
Arctic, but with a transport of only 5 Sv (Sv [ 106 m3

s21) it is not revealed by the contour interval of Fig. 6.
Just south of the equator there are weak cyclonic tropical
gyres in all three ocean basins, with the strongest trans-
port being 12 Sv in the Indian Ocean off the coast of
Africa. The spatial patterns of the southern Indian and
Atlantic subtropical gyres are rectangular and triangular,
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respectively, in accord with Stramma and Lutjeharms
(1997) and Peterson and Stramma (1991).

In the North Atlantic, the maximum Gulf Stream
transports are 22 and 26 Sv in R–E and B–K, respec-
tively. Even though these transports include components
from both the Florida Straits and Antilles Current, they
are smaller than the voltage-derived estimate of 32.2 6
3.2 Sv for the Florida Current alone (Larsen 1992). Of
course, downstream observations of the Gulf Stream
that include the larger recirculation component that is
missing in the model are necessarily much greater (e.g.,
150 Sv, Hogg 1992). Similarly, the model Kuroshio
transport is low. Weak western boundary currents are
typical of coarse-resolution models and are even weaker
in the coarser resolution of DM95. An obvious model
problem is evident here in the 14 Sv of transport through
the Sea of Japan. This flow of warm water north of
Japan is primarily responsible for the surface flux dif-
ferences seen in this region of Figs. 3 and 4. The model
circulation between Iceland and Europe is everywhere
northward and about 3 and 5 Sv in R–E and B–K, re-
spectively. A comparable observational estimate for the
Atlantic inflow into the Nordic Seas is about 8 Sv
(Gould et al. 1985).

In addition to the wind forcing, the Antarctic Cir-
cumpolar Current (ACC) transport through Drake Pas-
sage depends on AI, as demonstrated by DM95, and on
bottom topography. It ranges from 117 Sv (B–K) to 122
(B–E), and is 119 Sv in R–E. Thus, there is little sen-
sitivity to the vertical mixing, and even less to the
boundary conditions of the variants. For the AI 5 0.8
3 103 m2 s21 of these cases, we interpolate among the
DM95 solutions to estimate a comparable transport of
about 140 Sv. We believe the greater DM95 transport
is due primarily to the deeper and wider Drake Passage
and secondarily to the somewhat stronger winds. The
ACC transport has not been tightly constrained by ob-
servations, with the Whitworth (1983) estimate of 118
to 146 Sv being consistent with all the above values.

The Indonesian Throughflow is 22 and 24 Sv in R–
E and B–K, respectively, and 19 Sv for Case I1 in
DM95. Although these are consistent with the Fieux et
al. (1994) observational estimate of 18.6 6 7 Sv, they
tend to be larger than most estimates (e.g., Godfrey
1989). In some preliminary integrations not reported
here the smaller transport in DM95 appears to be related
to the greater Drake Passage width and transport. We
compute the maximum Agulhas Current transport as 66
and 70 Sv in R–E and B–K, respectively. Although these
transports agree very well with the observational esti-
mates of Stramma and Lutjeharms (1997), the model
Mozambique Channel transport of 25 Sv is significantly
larger than their observational estimate of 5 Sv. In all
cases, the maximum Brazil Current transport is about
30 Sv, which is on the high side of most upper-level
observational estimates (e.g., Peterson and Stramma
1991).

b. Potential temperature and salinity distributions

The vertical distributions of the horizontal-mean u
are shown in Fig. 7 for both the entire globe and in-
dividual ocean basins, while estimates of the uncertain-
ties associated with not reaching absolute equilibrium
are given in Table 1. In addition, Table 3 gives the root-
mean-square differences from Levitus (1982). For such
purposes, the southern basin includes all ocean south of
338S plus the Great Australian Bight. The Arctic is all
ocean north of the Arctic circle excluding Baffin Bay,
which is part of the Atlantic, and all of the Indonesian
Channel south of the equator is part of the Indian basin.
The characteristics of the vertical profiles are very sim-
ilar in each basin, with the exception of the Arctic.
Therefore, the global average is, in general, represen-
tative of the individual basins. Deep, global averages
are below 08C in and R–E and R–K, but not in B–E,
B–K, B–K1, and DM95. Thus, the upgraded topography
and resolution increases the cold bias, but the bulk forc-
ing more than compensates, such that deep temperatures
are nearer Levitus in the bulk forcing solutions (e.g.,
B–K; Fig. 7). There is a corresponding reduction in the
rms differences in deep u, which is sufficient to dom-
inate the whole ocean volume (Table 3). However, the
stronger under-ice restoring of B–K degrades deep u
relative to B–K1 both in the mean (by almost 0.58C;
section 6) and in the rms difference (0.528 to 0.818C;
Table 3). At middepths (903–2510 m) the colder B–K
temperatures relative to B–K1 represent an improvement
that is reflected in a smaller rms difference of 0.658C.

The vertical temperature gradients of B–K are as
steep, or steeper, than those of Levitus throughout most
of the water column, except above about 400-m depth.
In the Arctic, there is a realistic temperature inversion
in the upper 400 m, but deeper there is a warm bias.
The B–K Atlantic has the most distinctive differences
from Levitus, and these persist in all bulk forcing var-
iants. In particular, the warm bias extends deeper than
in the global to 2200 m, and at 3000 m the stronger
vertical gradient leads to a much colder bias than seen
in the other basins. These features are indicative of too
shallow penetration of warm North Atlantic Deep Water
(NADW) being compensated by too much cold Ant-
arctic Bottom Water (AABW).

The zonal-mean potential temperature distributions
are presented in Fig. 8 in comparison to the Levitus
(1982) climatology. The difference patterns and mag-
nitudes are very similar in both R–E and B–K. The
upper-ocean warm bias of Fig. 7 is evident at most
latitudes, but is strongest within 458 of the equator. The
large warm bias near the equator is a common feature
of coarse-resolution models and it is related to weak
zonal currents and weak zonal slopes of the isotherms.
The model maintains the observed vertical u gradients
(vertical contours in the difference plots of Fig. 8) to
1000-m depth in the vicinity of both 458S and 308N.
The dominant features of the vertical gradients seen in
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FIG. 7. Vertical profiles of the annual- and horizontal-mean potential temperature.
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TABLE 3. Model experiments—Levitus (1982) climatology rms dif-
ferences in u and S. In addition to the entire ocean volume values,
the difference rms is computed separately between depth intervals of
0–903 m, 903–2510 m, and 2510–5000 m as representatives of the
upper, middepth, and abyssal ocean solutions, respectively; u and S
are in degrees Celsius and parts per thousand.

0–903 m

u S

903–2510 m

u S

2510–
5000 m

u S

0–5000 m

u S

R–E
R–K
B–K1

B–K
B–K2

B–E

1.89
1.81
1.92
1.89
1.96
1.98

0.24
0.23
0.28
0.28
0.29
0.30

0.71
0.71
0.73
0.65
0.67
0.63

0.17
0.17
0.11
0.10
0.11
0.11

1.16
1.17
0.52
0.81
0.70
0.74

0.21
0.21
0.09
0.05
0.05
0.06

1.24
1.22
1.09
1.12
1.13
1.14

0.20
0.20
0.16
0.16
0.16
0.16

Fig. 7 are mostly confined to between these latitudes.
All three solutions (Figs. 8b, 8c, and 8d) have a large
error pattern at about 658N due to a false poleward
displacement of the sub-Arctic Front. However, this dis-
placement and the magnitude of this error are substan-
tially less than in DM95 because of the more realistic
Icelandic Ridge topography. In the abyssal ocean, the
cold bias displayed by the solutions is present at all
latitudes but is about 0.58C less in B–K than in R–E.
This improvement is not due to the use of KPP, as shown
by the similarity between B–K (Fig. 8c) and B–E (Fig.
8d). Nor should it be attributed to the larger under-ice
restoring coefficients, because this bias is even smaller
in B–K1, as discussed in section 6, than in B–K. There-
fore, the use of open-ocean bulk forcing appears to
markedly improve the deep cold bias of the restoring
cases. DM95 showed that the bias is also sensitive to
the isopycnal transport parameterization.

The near-surface temperatures of Fig. 8b show the
effectiveness of restoring at keeping model temperatures
near observed. However, this control does not penetrate
much beyond the uppermost level. With bulk forcing,
the B–K and B–E surface temperatures are somewhat
cooler than the Levitus (1982) climatology, especially
in the Northern Hemisphere, but the rms differences in
R–E and B–K are the same (Table 3). The effect of KPP
mixing can be seen by comparing Figs. 8c and 8d. There
is a distinct improvement in temperatures above about
200 m, north of 408S. Farther south both solutions are
very similar at these depths and are within 60.58C of
Levitus (1982) nearly everywhere. The vertical exten-
sion of surface control by KPP mixing is suggested also
by the smaller rms differences in R–K and B–K com-
pared to R–E and B–E, respectively, over the upper 903
m (Table 3).

The improvements with B–K are more striking in the
vertical distributions of the horizontal-mean S (Fig. 9).
Because surface salinity is strongly restored to the cli-
matology, the near surface S for R–E tends to be closer
to the observations than for B–K. In spite of this con-
straint, R–E cannot maintain the observed upper-ocean
vertical S gradients, except in the Atlantic. With this

exception, R–E profiles are consistently fresher than the
observations at all depths, typically by about 0.2 ppt
below 2000 m. The global average profiles of R–E and
of R–K are very much alike. They are fresher than Lev-
itus all depths, with most of the 0.14 ppt fresh bias of
Fig. 2 coming from below about 1500 m. This bias is
accompanied by large rms S differences in R–E and R–
K that dominate the whole ocean volume (Table 3). It
is largely found in the Atlantic where the salinity profile
becomes fresher by more than 0.3 ppt below 3000 m.

In B–K, the near-surface salinity follows the obser-
vational values more closely than R–E only in the Arctic
where there is strong under-ice restoring, and in the
Indian Ocean. Hence, the somewhat larger rms S dif-
ferences in the upper 903 m (Table 3). The upper-ocean
vertical S gradients of B–K are in good agreement with
the climatological gradients in all basins, indicating a
well-simulated halocline. The depth of the subsurface
S maximum also agrees well with the observations in
all basins. The Arctic, Pacific, Indian, and Southern
Ocean profiles below 1000 m follow the Levitus (1982)
profile very closely: slightly more saline between about
1000–3000 m and slightly fresher farther down. This
agreement is reflected also in the rms S differences (Ta-
ble 3). These values are much reduced below 2510-m
depth and somewhat smaller at middepths in the bulk
forcing cases compared to R–E and R–K. There are
similar, but smaller, B–K improvements relative to B–
K1 in both the mean (section 6) and the rms differences
(Table 3), showing the sensitivity to the under-ice re-
storing.

The missing Red Sea outflow is evident in the Indian
Ocean profile of Fig. 9, as a fresh bias at about 1000
m. The largest deviations between B–K and climatology
occur, like temperature, in the Atlantic, with more than
a 0.1 ppt fresh bias in the abyssal ocean. This bias is
about 0.2 ppt in B–K1 (section 6). Again the Atlantic
salinity profile is indicative of too shallow penetration
of salty NADW being compensated by fresh AABW.
Although the salinity profiles are most sensitive to
boundary conditions, KPP vertical mixing leads to less
of a salty bias below 1500-m depth, primarily in the
Pacific, compared to B–E. This reduced salt leads to the
improved average salinity in Fig. 2, but little change in
rms S differences (Table 3).

Figure 10 shows the zonal-mean salinity distributions
in comparison to the climatology (Levitus 1982). The most
significant improvement in B–K (Fig. 10c) is that the over-
all fresh bias observed in R–E (Fig. 10b) is substantially
eliminated, especially below 400 m. This change is almost
entirely due to the bulk forcing; B–E (Fig. 10d) and R–
K (not shown) salinity distributions are very similar to B–
K and R–E, respectively. However, the degree of improve-
ment is sensitive to the under-ice restoring strength and is
about 30% less in B–K1 (section 6). Nonetheless, in all
bulk cases the sinking branch of the thermohaline circu-
lation of the North Atlantic is more saline than Levitus
(1982) and the restoring cases, and dilution with fresher
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FIG. 8. Annual- and zonal-mean, global potential temperature. Contour interval is 28C in (a) and 0.58C in (b), (c), and (d). The thin lines
represent negative contour levels.

water during the spread throughout the global ocean results
in the agreement with Levitus (1982). The B–K Atlantic
profiles of Fig. 9 and various subregional Atlantic profiles
(not shown) are consistent with sinking of salty NADW
and suggest that the dilution is with deeper, fresher AABW.
A similar transformation appears in the R–E case, but the
sinking water has near Levitus salinity (Figs. 9 and 10b),
so the subsequent dilution results in the fresh bias observed
at all depths in the restoring cases. This bias is also present
in DM95, where S was similarly restored to the clima-
tology.

What is the source of the more saline water in B–K?
A likely candidate is the surface around 458N in the

western North Atlantic. The restoring in R–E keeps the
surface salinity close to Levitus (1982) by producing
far too much freshwater flux in this region (up to 8.9
m yr21; Fig. 4). In contrast, the more realistic (compared
to Oberhuber 1988, Fig. 4) bulk forcing allows a 0.7
ppt more saline Atlantic zonal average, which is not
evident in the global differences of Fig. 10c. This sur-
face water appears to contribute to the salty NADW,
which eventually relieves the deep fresh bias.

A tongue of low salinity Antarctic Intermediate Water
(AAIW) is evident in the Levitus (1982) climatology (Fig.
10a) from the surface to about 1200-m depth between
about 258 and 608S. This water mass is not well repre-
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FIG. 9. Vertical profiles of the annual- and horizontal-mean salinity. In the Arctic, the first model level (6 m) salinity
values are 31.63, 32.03, and 31.93 for Levitus (1982), R–E, and B–K, respectively.
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FIG. 10. Annual- and zonal-mean, global salinity. Contour interval is 0.25 in (a) and 0.1 in (b), (c), and (d). The thin lines represent
negative contour levels.

sented in R–E. The salinity contrast is too weak and the
penetration to shallow, which leads to the 20.2 to 0.1 ppt
error pattern in Fig. 10b. There is a marked improvement
in B–K (Fig. 10c), as indicated by the general 0.1 ppt
reduction in the differences from Levitus (1982). The sim-
ilarities in this region between B–K and B–E (Fig. 10d)
demonstrates that the improved AAIW is due largely to
the bulk forcing. Furthermore, it is the air–sea fluxes that
are responsible. The improvement is not sensitive to the
under-ice restoring because the regional differences be-
tween B–K and B–K1 salinities are less than 0.02 ppt.

As with temperature, restoring is unable to keep the
salinity near Levitus much below the 50 m of enhanced

mixing. This lack of success is particularly evident in
the upper Arctic where restoring is applied in all cases,
and it makes a strong argument for a coupled sea ice
model. Near-surface salinity in the bulk cases is much
too fresh on average at nearly all latitudes. However,
KPP mixing has a positive impact by overall reducing
the negative bias above about 150 m in the Northern
Hemisphere (compare Figs. 10c and 10d).

c. Meridional overturning streamfunction

The zonally integrated meridional overturning
streamfunction distributions are presented in Fig. 11.
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FIG. 11. Annual-mean zonally integrated meridional overturning streamfunction obtained with the effective transport
velocity. Contour interval is 4 Sv except for the Atlantic where a 1-Sv interval is used for negative levels. The thin lines
represent negative contour levels and indicate counterclockwise circulation.



2436 VOLUME 27J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y

FIG. 12. Annual-mean northward heat transport. Line TS is from
Trenberth and Solomon (1994), where one standard error is about
60.4 and 60.1 PW in low and high latitudes, respectively. MW data
points (triangles with error bars) are from Macdonald and Wunsch
(1996). HB and BRC data points (diamonds with error bars) are from
Hall and Bryden (1982) and Bryden et al. (1991), respectively. In
the global panel, the HB & BRC data point represents the sum of
HB and BRC data points of the Atlantic and Indo–Pacific panels.

This transport indicates the strength of the thermohaline
circulation except in the upper ocean, where Ekman
transport driven by the surface wind stress is dominant.
For these calculations the effective transport velocity is
used. This velocity is the vector sum of the Eulerian-
mean velocity and the eddy-induced velocity that arises
from the Gent and McWilliams (1990) isopycnal trans-
port parameterization.

The global patterns show two shallow cells that up-
well at the equator. These circulations are similar in all
cases, including DM95, because they are driven by the
divergence of the Ekman transport due to the easterly
trade winds. Most of this upwelling occurs in the Pacific
basin because of the great width. The southern cell pen-
etrates deeper than the northern one. Overall, the Indo–
Pacific meridional overturning is similar in all cases,
with weak, broad upwelling in much of the basin below
1000 m. The global cell located at about 508S is a rem-
nant of the Eulerian-mean Deacon cell (Bryan 1991),
whose mean transport is over 20 Sv at 1000-m depth
(not shown). The substantial reduction in Fig 11 is due
to a cancelation between mean advection and eddy-in-
duced transport (DM95). This cancelation is not as com-
plete in either R–E or B–K as it is in DM95, probably
because of the different surface buoyancy forcing, to-
pography, and tapering of AI and AITD (see Gent and
McWilliams 1996 for a discussion of the dynamics of
this partial cancelation). The upper-ocean wind-driven
circulations have a few Sv more transport in B–K than
in R–E. In contrast, the circulation poleward of the Dea-
con cell is slightly stronger in R–E, indicating more
deep-water formation there.

In the abyssal Atlantic Ocean of B–K, the AABW
transports nearly 2 Sv into the Northern Hemisphere,
and the associated return flow occurs between 2800 and
3500 m. This transport is slightly higher in R–E and
slightly smaller in the base case of DM95.

The Northern Hemisphere meridional circulation is
dominated by the thermohaline circulation, which oc-
curs primarily in the North Atlantic. The southward
branch of this circulation represents the flow of the
NADW. One estimate for its transport at 248N is about
17 6 4 Sv (Roemmich and Wunsch 1985), which agrees
very well with 18 Sv in B–K, but not quite so well with
the 14 Sv of R–E. In both B–K and R–E, most of the
NADW crosses the equator, with only about 7 Sv up-
welling in the Northern Hemisphere. The sinking of
NADW is confined to the vicinity of the Icelandic Ridge
(Denmark Strait and Faroe–Shetland Channel), with
what appears to be too little Nordic Sea component.
With the deeper ridge topography (2500 m) of DM95,
this sinking occurs about 108 farther north. We compute
the maximum strengths of the thermohaline circulation
as 17 and 23 Sv in R–E and B–K, respectively. The
variants R–K and B–E have 17.5 and 22.5 Sv, respec-
tively, for this transport, therefore nearly all the increase
in the circulation strength is due to the bulk surface
buoyancy forcing. A comparison of the R–E distribution

to case I1 of DM95 shows a slight weakening of the
thermohaline circulation. This is partially due to the
ridge topography, but is insensitive to the presence of
Iceland as an island. Although the NADW penetration
is slightly deeper (by about 200 m) in B–K, it is still
not as deep as observed and the northward flowing
AABW is found too shallow at about 3500 m and pen-
etrates too far to the north.

d. Heat and freshwater transports

The annual-mean northward heat and freshwater
transports are shown in Fig. 12 and Fig. 13, respectively,
for the entire globe, the Atlantic, and the combined
Indo–Pacific basins for both R–E and B–K. In equilib-
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FIG. 13. Annual-mean northward freshwater transport. Line WSBS
is from Wijffels et al. (1992). In the Atlantic and Indo–Pacific, lines
WSBS are offset by 0.79 Sv to compensate for the missing transport
through the Bering Strait in the models.

rium, the meridional derivatives are equivalent to the
zonal integrals of the surface fluxes (Figs. 3 and 4).
Unfortunately neither transport is tightly constrained by
observation. Also shown for comparison in Fig. 12 are
the residual estimates from atmospheric analyses of
Trenberth and Solomon (1994), some direct observa-
tional estimates (Hall and Bryden 1982; Bryden et al.
1991), and the inverse ocean modeling results of Mac-
donald and Wunsch (1996). In the latter the North Brazil
Current constraint at 118N is highly variable and poorly
known. A large uncertainty in the Macdonald and
Wunsch (1996) transport at this latitude is consistent
with the large difference from the equilibrium model
results and the following calculation. A decrease in the
Atlantic transport from 1.4 PW at 118N to 1.08 PW at
248N, implies an average surface cooling of 40 W m22

over these latitudes. However, heat flux climatologies
as well as the model fluxes (Fig. 3) indicate net heating,
though not so much as Trenberth and Solomon (1994).

The maximum northward global transport is about

1.25 PW at 21.58N in R–E, R–K, and DM95 and about
1.53 PW in B–K and B–E. The principal contribution
to this transport occurs in the Atlantic Ocean where the
change in Icelandic Ridge topography reduces the max-
imum from 0.90 PW in DM95 to 0.80 PW in R–E and
R–K. The change in boundary conditions more than
compensates by increasing this maximum more than
25%, to 1.04 PW in B–K and B–E. Consequently, the
maximum Atlantic heat transports for these cases are
within the estimates of 1.2 6 0.3 PW at 258N by Hall
and Bryden (1982), 1.21 6 0.34 PW at 26.58N by Mol-
inari et al. (1990), and 1.07 6 0.26 at 248N by Mac-
donald and Wunsch (1996). In DM95 the transport north
of the excessively deep Icelandic Ridge is systematically
larger (e.g., 0.25 PW at 708N) than B–K because of the
northward penetration of the shallow thermohaline cir-
culation. In the Atlantic between 158N and 118S, the B–
K heat transport systematically diverges from Trenberth
and Solomon (1994), but is more consistent with the
inverse estimates, especially the more reliable ones at
238 and 278S.

Both the R–E and B–K equilibrium solutions produce
Indo–Pacific heat transports that are consistent with all
three Macdonald and Wunsch (1996) inverse results, but
only B–K is within the uncertainty given for the Bryden
et al. (1991) estimate. The maximum northward trans-
ports are 0.42 and 0.50 PW at 218N in R–E and B–K,
respectively. Both solutions indicate ocean heating at
478N, but not enough to give the southward heat trans-
port of the inverse calculation and the Moisan and Niiler
(1997, hereafter MN) estimates. The Trenberth and So-
lomon (1994) residual transports indicate net ocean
cooling at all latitudes north of 158N, such that at 268N
they are more than twice the B–K values, inconsistent
with both the inverse and the MN results, but just within
the upper limit of Bryden et al. (1991). The discrep-
ancies continue farther south, but these tend to cancel
so that at 308S there is agreement between all the Indo–
Pacific heat transport estimates in Fig. 12.

Although the Indo–Pacific basin is the primary con-
tributor to the global poleward heat transport in the
Southern Hemisphere, the reduction in B–K relative to
R–E comes mostly from the Atlantic basin. This is due
to the increased flow of the NADW into the Southern
Hemisphere and the associated increase of the warm,
northward return flow in the upper ocean. In terms of
surface heat fluxes (Fig. 3), the larger R–E transport
gradient between about 408 and 208S indicates more heat
loss from the ocean.

Figure 13 shows the Wijffels et al. (1992) northward
freshwater transport as found by integrating the Baum-
gartner and Reichel (1975) surface freshwater flux cli-
matology and removing the Bering Strait transport of
0.79 Sv. Since this climatology extrapolates from island
or land stations into remote areas of unsampled ocean,
the uncertainties are large, especially in the Southern
Hemisphere, but remain unquantified. The model results
are very uncertain also, as reflected in the adjustments



2438 VOLUME 27J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y

FIG. 14. Meridionally averaged zonal velocity in the equatorial
Pacific. The average is computed for the region between 4.858S and
4.858N. The thick and thin contours indicate eastward and westward
flows, respectively. The contour interval is 2.5 cm s21.

to the bulk humidity and precipitation required to bal-
ance the global freshwater flux (appendix A). Never-
theless, in the Atlantic Ocean north of 508N, the B–K
and R–E distributions are in good agreement with the
Wijffels et al. (1992) estimates.

However, in the storm track zone between 308 and
458N there is great divergence. The large amounts of
precipitation in the bulk surface forcing results in a very
much larger southward transport across 338N in B–K.
This precipitation is in accord with the freshwater flux
computed by Bryan and Oort (1984) from aerological
data. They estimate the zonal average oceanic flux be-
tween 308 and 408N to be 6.0 mg m22 s21 (0.19 m yr21),
whereas Baumgartner and Reichel (1975) give 216 mg
m22 s21 (20.51 m yr21). Such a large difference even
as to the sign of the flux attests to the very large un-
certainties in freshwater flux estimates and derived
transports, even in relatively well-traveled latitudes. The
R–E freshwater transport and surface flux (Fig. 4) are
like neither B–K nor the observational estimates in the
North Atlantic storm track. The resulting biases relative
to Wijffels et al. (1992) are somewhat enhanced in the
subtropics, and partially compensated by too little model
freshwater flux in the region of the Atlantic intertropical
convergence zone from the equator to 108N. Throughout
the South Atlantic the slopes of the B–K and estimated
transports generally match, implying similar net surface
freshwater fluxes, but the R–E results diverge south of
158S.

A similar pattern of agreement and difference is found
in the Indo–Pacific, with two major exceptions. First,
Wijffels et al. (1992) suggest much more freshwater
input north of 508N than any of the model variants.
Second, they show considerable freshwater input be-
tween the equator and 108S where the model fluxes are
near zero. This difference compensates for the Atlantic
difference north of the equator, so the model transports
are more like Wijffels et al. (1992) in the global mean
than they are in the individual basins.

In the Southern Ocean (south of 338S in the global
distributions), the major disagreement between the mod-
el solutions and observations occurs south of 708S.
Here, the model freshwater transports indicate evapo-
ration, resulting from strong under-ice evaporative re-
storing of salinity in the Weddell and Ross Seas (Fig.
4). Farther north in the Southern Ocean, the B–K pre-
cipitation is somewhat larger than the observations, but
neither may represent reality.

e. Equatorial and surface circulation

Even though the finest model resolution (1.88 in lat-
itude) is at the equator, the details of the equatorial
current structure are not well represented in any of the
model variants. For example, there is no evidence of
eastward North Equatorial Countercurrents at any depth.
Nonetheless, some known features of equatorial circu-
lation can be identified in the model solutions, but in

general these tend to be weaker than observed. Figure
14 shows a Pacific Ocean section of zonal velocity av-
eraged between 4.858S and 4.858N. The Equatorial Un-
dercurrent (EUC) is seen as eastward flow at depth,
whose core rises from around 200 m at 1808 to about
100 m at 2708E. This slope is linked to a similar rise
in the thermocline, within which the 208C isotherm (av-
eraged from 4.858S to 4.858N) rises from more than 170
m to about 50 m over these longitudes. Although this
slope is similar to that observed, this isotherm tends to
be about 20 m deeper than observed, because of the
more diffuse model thermoclines. Other realistic char-
acteristics of the model EUC are the location of its
maximum speed at 2258E, eastward velocity down to
the vicinity of 300-m depth, and the transition to west-
ward flow between 50-m and 100-m depth.

The model resolution and the related large horizontal
viscosity AMH causes the EUC to be much wider (108
versus 48 in latitude) than observed, and its core speed
to be reduced by more than an order of magnitude.
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FIG. 15. Annual-mean zonal and meridional components of model upper-level (surface) velocity. In all panels the contour interval is 4 cm
s21. The thick and thin contours indicate eastward or northward, and westward or southward flows, respectively.

Despite its larger cross-sectional area the reduced over-
all speed results in an annual-mean transport of the east-
ward flow of only about half the 23 Sv estimate of
Wyrtki and Kilonsky (1984) for the EUC. Averaged
from 1808 to 2708E, this model transport between 7.28S
and 7.28N and above 300 m is only 9.9 Sv in the equi-
librium B–K solution. It is nearly 10% less in R–E,
primarily because of the different subgrid-scale vertical
mixing.

Another impact of KPP is that it allows for more
vertical shear in the westward flowing South Equatorial
Current (SEC). As a result the upper-layer velocity in
Fig. 14 has a maximum of 30 cm s21 in B–K, compared
to less than 20 cm s21 in R–E. Although these speeds
are similar to observed surface currents (e.g., Bryden
and Brady 1985), they do not penetrate as deep and the
westward transports of 8.5 and 7.8 Sv, respectively, are
much less than Wyrtki and Kilonsky’s (1984) SEC trans-
port estimate. As expected in models of this class, the
currents are too diffuse and eastward flow tends to can-

cel westward flow, but the overall near-zero transport
does agree with the Wyrtki and Kilonsky (1984) esti-
mates for all zonal flow within 98 of the equator and
above 300 m.

The global impact of KPP on surface currents can be
demonstrated clearly by comparing the annual means
from B–K and B–E, because the wind driving and buoy-
ancy boundary conditions are identical in the two cases.
As seen at the equator (Fig. 14) the effect quickly di-
minishes with depth, so only the upper-level velocity
components are shown in Fig. 15. A larger westward
surface flow with KPP is evident across the equatorial
Pacific, the equatorial Atlantic, and the Indian Ocean
centered at 108S. The eastward surface ACC is typically
2 cm s21, or 20% larger in B–K than in B–E. However,
the zonal surface flow in the subtropical gyres of the
Northern Hemisphere are very similar in the two cases.

The meridional currents at the surface also tend to be
greater in B–K than B–E (Fig. 15). The northward flow
from the ACC region is generally about 1 cm s21 faster
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in B–K, as is the southward flow in the subtropical gyres
of the Southern Hemisphere, resulting in greater large-
scale convergence. Meridional surface divergence
across the equator is much larger in B–K. At 2008E, the
difference in meridional currents between 58N and 58S
is 16 cm s21 in B–K and only 9 cm s21 in B–E. In R–
E and B–E, this divergence extends throughout the up-
per 50 m of enhanced mixing, but only to 30 or 40 m
in the KPP variants. In all cases there is convergence
below, which extends deeper in the Atlantic (300 m)
than in the Pacific (200 m). These flows and the diver-
gent zonal velocity fields (Fig. 14) produce equatorial
upwelling everywhere (Fig. 11). Again, because of the
resolution the upwelling velocities are small (less than
4 3 1026 m s21) compared to the maximum Bryden and
Brady (1985) estimate of 30 3 1026 m s21 at 70-m depth.
Also noteworthy in Fig. 15 are the larger B–K surface
currents in the upwelling regions off the west coasts of
North America, South Africa, and South America.

6. Sensitivity to sea ice boundary conditions

Without a coupled sea ice model, bulk forcing cannot
be applied under sea ice. Instead strong restoring is the
dominant heat and freshwater forcing of (3.2) in regions
of diagnosed sea ice. In certain situations the formation
and melt of sea ice is another contributor to the forcing.
The sensitivity of the bulk forcing results to these sea
ice boundary conditions is now examined by comparing
B–K to two other equilibrium solutions: B–K1 and B–
K2. Recall that because of the apparent deeper mixing
of KPP the restoring coefficients, GQ and GF of (3.1),
of most bulk cases were chosen to be four times larger
than those in the restoring cases (Table 1) in an attempt
to keep similar restoring timescales and surface fluxes.
Although the Arctic fluxes are more similar, a visual
comparison of the high-latitude fluxes in Figs. 3 and 4
shows that this attempt results in considerably more
small-scale spatial variability; particularly in the Arctic
freshwater flux. Therefore, a valid and perhaps better
choice would have been to keep these restoring coef-
ficients the same in all cases. This option is examined
in case B–K1, which is identical to B–K in all respects,
except that the strong, under-ice restoring coefficients
are reduced to their R–E and R–K values (Table 1).

The effects of the reduced B–K1 under-ice restoring
strength on temperature and salinity distributions are
discussed in section 5b. These and other effects are sum-
marized as follows. The spatial variability seen in the
Arctic surface fluxes of the B–K case (Figs. 3 and 4)
is reduced in B–K1 to be similar to that seen in the R–
E case. The barotropic transports of both the ACC and
North Atlantic subpolar gyre are weakened by about
10%. In the Weddell Sea region of the Antarctic, there
is more freshwater input and less heat loss, which both
contribute to a warmer, fresher, lighter AABW. With
less density, the transport of AABW to abyssal depths
is reduced. The NADW when formed appears to be

warmer also, but more saline, so there are compensating
effects on density. Figure 16 shows that the warmer
water spreads to all depths and all ocean basins, making
the B–K1 case more like the Levitus (1982) climatology
in this respect. This figure suggests also that the changed
AABW properties and transport dominate the changes
in deep salinity. In the global average the fresher water
is found at all depths below about 1000 m, implying
more vigorous mixing between AABW and NADW as
they spread, perhaps because of the reduced density
difference. In this respect the B–K1 case is less like the
Levitus climatology. There is little difference in the
properties and extent of AAIW.

In B–K the heat and freshwater fluxes due to freezing
and melting of sea ice (3.4) can occur anywhere. Al-
though these fluxes represent a physical process, the
implicit ice model is overly simple, with no transport
of ice and a continuous accumulation of ice at some
points. Therefore, a sensitivity experiment, B–K2, is in-
tegrated with acceleration for 160 surface tracer years
with fsi 5 0 in (3.2) (Table 1), and starting at year 800
of the B–K accelerated integration. There is only a 6-yr
synchronous integration for this case, and the results are
annual-means for the last synchronous year. Without sea
ice formation there is a 5% increase in the barotropic
transports of both the ACC and North Atlantic subpolar
gyre, and both the AABW and NADW become more
saline and warmer (Fig. 16). This latter result implies
that deep-water properties are affected most by ice melt.
The melting ice of B–K tends to make the surface waters
fresh and cold so that, when this water is advected to
regions of deep-water formation as characterized by late
winter deep boundary layers of Fig. 5, the global abyssal
water ends up with a fresh, cold bias relative to B–K2.

A comparison of Fig. 16 to Figs. 7 and 9 shows that
the deep-water properties, especially salinity, are very
sensitive to the under-ice restoring coefficient. The im-
proved deep salinities of B–K over R–E are reduced by
about 30% in B–K1. Sea ice freeze and melt does have
noticeable effects but is prevented from having its full
impact under sea ice, where restoring provides the dom-
inant heat and salt fluxes. This demonstrates sensitivity
to ice fluxes, which cannot be addressed in a physically
meaningful way without a coupled ice model.

7. Discussion and summary

As hypothesized, more realistic and less constraining
surface boundary conditions, more physical subgrid-
scale vertical mixing, and more accurate domain ge-
ometry and topography, compared to DM95 (Danaba-
soglu and McWilliams 1995), collectively result in im-
proved equilibrium OGCM solutions. The most pro-
found effects are due to the altered boundary conditions
over the ice-free ocean, but the strength of the under-
ice restoring exerts significant influence. The different
subgrid-scale mixing has little effect on the annual-mean
state of the model ocean, probably because the interior
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FIG. 16. Vertical profiles of the annual- and horizontal-mean potential temperature and salinity for B–K sensitivity
experiments. In B–K2, the annual-mean profiles are obtained over the sixth year of the synchronous integration.

diffusivities are similar in all cases. Significant impacts
are confined to the upper few hundred meters and to
mixed layer depths in regions of high-latitude deep con-
vection. The effects of topography are generally con-
fined locally, but are significant in some instances.

Seemingly small differences in otherwise acceptable
equilibrium surface heat flux (Fig. 3) and freshwater
flux (Fig. 4) fields produce major differences in model
solutions. Throughout the course of an integration, the
bulk forcing boundary conditions maintain the global
average salinity much nearer the observed value than
restoring boundary conditions (Fig. 2). This salt differ-
ence is mainly found below 1000 m (Fig. 9) where
warmer, slightly improved temperatures are also found
(Fig. 7). England (1993) showed that restoring boundary
condition cases can be made to produce the more saline
deep water if unphysical perpetual wintertime fresh-
water flux adjustments are made. These improvements

in deep thermohaline properties are generally found in
all basins at all latitudes (Figs. 8 and 10). The Atlantic
salinity profile (Fig. 9) and zonal mean (Fig. 10) indicate
that in the bulk forcing case B–K, the North Atlantic
Deep Water is nearly 0.2 ppt more saline than observed
and the Antarctic Bottom Water is more that 0.1 ppt too
fresh. The excellent agreement with Levitus in the
downstream basins (Fig. 9) appears to result from ver-
tical mixing of these two water masses, but the change
from a high salinity bias to a fresh bias around 3000-m
depth persists.

The narrower and shallower Drake Passage appears
to be the principal cause of the reduction in ACC bar-
otropic transport, relative to DM95, and it may even be
related to the increase of the Indonesian Throughflow,
which has an excessively wide passage in both config-
urations. Much less of these observed changes were due
to the different wind stress climatologies. The increased
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resolution and the different wind stress do give larger
western boundary current transports than reported by
DM95. However, allowing the Kuroshio access in and
out of the Sea of Japan through unrealistically deep
(1000 m) wide channels (200 km) has resulted in far
too much flow (14 Sv) taking this route. As a conse-
quence of the warm water north and west of the model’s
island of Japan, this region is the site of too much sur-
face cooling (Fig. 3) and freshwater loss (Fig. 4), and
the region of large cooling and evaporation does not
penetrate far enough into the North Pacific. Realistic
ocean bottom topography between Greenland and Eu-
rope locks the position of the sinking branch of the
Atlantic thermohaline circulation to the Icelandic Ridge.
With a deeper ridge (e.g., 2500 m as in DM95), the
sinking occurs about 108 north of the ridge, the warm
northward surface flow appears to transport too much
heat to these latitudes, and the Atlantic meridional over-
turning circulation is somewhat stronger. Thus, we con-
clude, as others before, that the necessary but somewhat
arbitrary choices about grid-scale domain geometry
have nontrivial consequences for the solutions.

Bulk forcing more than compensates for the shallow,
more realistic Icelandic Ridge by increasing the maxi-
mum meridional streamfunction in the North Atlantic
from less than 17 Sv in R–E and R–K to more than 22
Sv in B–E and B–K (Fig. 11). In these latter bulk cases
the northward heat transport in the Atlantic, Indo–Pa-
cific, and hence global basins is consistent with most
ocean observational and inverse estimates, including the
recent global inverse estimates of Macdonald and
Wunsch (1996). The most notable exceptions are their
estimates at 108S and 108N, which may be in error by
more than the uncertainties ascribed to them. There are
unacceptably large differences, however, with the Tren-
berth and Solomon (1994) atmospheric residual esti-
mates, especially in the Indo–Pacific and South Atlantic
subtropics (Fig. 12). Similar residual calculations based
on NCEP reanalyses are showing better agreement with
the model and other observational heat transports (K.
Trenberth 1997, personal communication). Deviations
of bulk forced solutions from the restoring cases are
largest in the North Atlantic and in the same sense in
the Indo–Pacific. Unfortunately, the various estimates
of oceanic heat transport do not provide a tight enough
constraint on model performance.

Model to model differences in oceanic freshwater
transport (Fig. 13) are comparable to differences with
the surface flux-based estimates of Wijffels et al. (1992).
Deficiencies in the models, in the bulk forcing, and in
the observational estimates are likely all contributors.
The meridional gradients, and hence the fluxes, of the
B–K global freshwater transport (Fig. 13) are generally
in agreement with Wijffels et al. (1992), with the ex-
ception of the ITCZ and storm track regions. In contrast,
the R–E distributions display more widespread dissim-
ilarities in the meridional gradients, especially in the
Northern Hemisphere. This result implies that the Fig.

4 differences between the R–E and B–K net surface
freshwater fluxes are significant.

As hoped, the KPP vertical mixing scheme produces
mixed layers and boundary layers with realistically large
temporal and spatial variability (Fig 5). Figure 2 does
show B–K to have improved global average salinity and
temperature over B–E. However, the overall biases in
vertical profiles (Fig. 7 and Fig. 9) are very similar in
the two cases. Enhanced mixing in B–E forces all quan-
tities to be uniform throughout all model layers above
50-m depth; with KPP, however, there can be significant
differences between any two adjacent layers, even when
those layers are both within the mixed layer (Large et
al. 1994). This feature is particularly evident in the equa-
torial oceans where the westward surface velocity with
KPP is typically twice as fast as when enhanced 50-m
mixing is used. Generally faster surface currents and
more intense surface convergence and divergence are
found all over the global oceans in solutions that use
KPP (Fig. 15).

Even though the B–K equilibrium solution displays
some marked improvements over DM95, there are still
some major blemishes. Most important of these would
seem to be the formation and distribution of NADW
and AABW. The former does not penetrate deep enough,
as is typical of models of this class, and the problem
may lie either with the numerics, the model physics, or
the boundary conditions, though we believe it is likely
that all three contribute. A related major concern is the
unacceptably large sensitivity to the under sea ice re-
storing coefficient and to sea ice formation and melt.
This problem may be overcome by coupling the ocean
model to a prognostic sea ice model with both dynamics
and thermodynamics. The unphysical and arbitrary re-
storing boundary conditions could then be replaced with
bulk forcing with suitable modifications due to the pres-
ence of any sea ice, and the negative feedbacks of such
modifications and advection by the dynamics should
prevent the continuous accumulation of sea ice both
locally and globally.
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APPENDIX A

Surface Forcing Fields

Complete specification of bulk surface boundary con-
ditions (section 3) requires global fields of the follow-
ing: the zonal and meridional wind stress components
(tx and ty), the air temperature Ta, and specific humidity
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TABLE A1. Data sources used to construct the prescribed
atmospheric state for bulk surface forced cases.

Variable Source
Original time

interval

U10

V10

Ta

qa

C
Qsw

P

Zonal wind component
Meridional wind component
Air temperature
Specific humidity
Cloud fraction
Surface insolation
Precipitation

NCEP
NCEP
NCEP
NCEP
ISCCP
ISCCP
MSU

6 h
6 h
6 h
6 h
daily
daily
monthly

qa, the fractional cloud cover C, the net downward short-
wave radiation Qsw, the Shea et al. (1990) sea surface
temperature uSTR, and the Levitus (1982) upper-ocean
salinity SL. In each case 12 mean monthly fields are
generated either from data covering the four years 1985
through 1988 or from climatologies (uSTR and SL), then
bilinearly interpolated to the model grid. From these
fields, the 12 ‘‘midmonth’’ surface fields are constructed
so that linear interpolation to each model time step pre-
serves the monthly means. This problem is reduced to
a single tridiagonal matrix inversion by requiring that
the interpolated values at the start and end of a time
series both equal the arithmetic mean of the first and
last monthly values.

The SL fields are averages over the upper 4 levels (50
m) of the monthly ocean salinity climatology of Levitus
(1982) but, because only seasonal values are available,
linear interpolation is used to produce monthly SL fields.
The fractional coverage of sea ice fice is diagnosed from
uSTR as

1, u # uSTR f

f 5 u 2 u , u , u , u 1 1.08Cice STR f f STR f5
0, u 1 1.08C # u ,f STR

(A.1)

where the approximate freezing point of sea water, u f

5 21.88C, is used in the climatology to indicate the
presence of sea ice.

a. Bulk air–sea flux formulations

Table A1 lists the data sources used to construct the
prescribed atmospheric state required for bulk air–sea
forcing. The NCEP reanalysis data includes four times
daily (0000, 0600, 1200, 1800 UTC) values of zonal
U10, and meridional V10 10-m winds and surface 2-m Ta

and qa (Kalnay et al. 1996). The wind stress components
are computed from the four times daily data using the
bulk formulae:

t 5 r C U W ,x a D 10 10

t 5 r C V W , (A.2)y a D 10 10

with a wind-speed-dependent empirical drag coefficient
CD corrected for atmospheric surface layer stability

(e.g., Large et al. 1994; NCAR Oceanography Section
1996). The term W10 is the 10-m wind speed [W10 5
( 1 )1/2] and ra is the air density. The 12 mean2 2U V10 10

monthly, and hence midmonth, fields are all derived
from the four times daily values of tx, ty, W10, Ta, and
qa.

The turbulent heat fluxes are computed from inter-
polated midmonth atmospheric fields using standard air–
sea transfer equations (Large and Pond 1982):

aQ 5 r c C W (T 2 u ), (A.3)sen a p H 10 a 1

Q 5 r L C W (q 2 q ), (A.4)lat a e E 10 a 1

where and Le are the specific heat of air and latentacp

heat of vaporization and u1 and q1 are the sea surface
temperature and implied saturated specific humidity
from the model. The transfer coefficients for heat, CH,
and evaporation, CE, are both corrected for atmospheric
stability (Large et al. 1994; NCAR Oceanography Sec-
tion 1996).

The net longwave radiation Qlw is calculated from a
conventional bulk radiation formula of Berliand and
Berliand (Fung et al. 1984):

4 0.5Q 5 2es {T [0.39 2 0.05(e ) ]F(C)lw SB a a

31 4T (u 2 T )}, (A.5)a 1 a

where ea (mb) is the surface water vapor pressure found
from the qa fields, e is the surface emissivity taken as
1.0 to account for reflected longwave radiation (Lind
and Katsaros 1986), and sSb is the Stefan–Boltzmann
coefficient equal to 567 3 10210 W m22 K24. The effect
of clouds on the longwave flux is parameterized with a
cloud correction factor F(C) following Budyko (1974):

F(C) 5 1 2 acC 2, (A.6)

where the cloud fraction C varies from 0 to 1.0 and ac

is a latitude-dependent empirical coefficient adapted by
Fung et al. (1984) from Bunker (1976). The cloud frac-
tion data are from the ISCCP C1 dataset (Rossow and
Schiffer 1991). The ISCCP cloud data coverage is poor
in winter high latitudes because of low insolation and
missing geosynchronus satellite data. The local annual-
mean is used to fill in missing data for regions with
partial coverage. For a few areas, in particular the Indian
sector of the Southern Ocean, the cloud fraction data is
recomputed from the Bishop and Rossow (1991) surface
clear and total insolation data using zonal-mean linear
regressions between C and the ratio clear sky to total
insolation.

The presence of clouds has an opposite and partially
compensating effect on longwave (warming) and short-
wave (cooling) forcing of the ocean surface, so it is
important to have a consistent treatment of clouds for
both radiative components. Bishop and Rossow (1991)
present an algorithm, based on a one-dimensional at-
mospheric radiative transfer model, for computing sur-
face shortwave irradiance from the ISCCP cloud data
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on the same grid as the C1 cloud data. The daily mean
surface insolation from Version 2 (Bishop et al. 1997)
is used here, and a constant albedo of 7% is applied to
the downward shortwave flux to compute Qsw. Short-
wave radiation is allowed to penetrate below the model
surface leading to subsurface bulk heating. The sub-
surface profile for shortwave radiation is computed with
the two-band approximation of Paulson and Simpson
(1977) with a uniform Jerlov water type Ib.

Evaporation is given directly from Qlat of (A.4) by
dividing by Le. Monthly precipitation (Table A1) esti-
mates from the MSU satellite analysis (Spencer 1993)
are used to form midmonth climatologies as above.
These MSU data PMSU have been calibrated against
coastal and island rain gauge data. However, averaged
over the ocean the annual-mean MSU precipitation is
10%–30% lower than given by other (e.g., Legates and
Willmott 1990) climatologies (D. Shea 1996, personal
communication). The MSU precipitation data is limited
to 608S to 608N, and the high latitude regions are filled
with the monthly, zonal average precipitation values
from either 608S or 608N.

b. Balancing the annual heat and freshwater fluxes

The atmospheric climatology used for the bulk forc-
ing integrations has been adjusted, within acceptable
error ranges, to generate a globally balanced heat and
freshwater budget for the ocean with a realistic model
sea surface temperature. When the heat fluxes are com-
puted as outlined above using Shea et al. (1990) sea
surface temperatures, the global average net heat flux
is 143.2 W m22 (Table 2). Before an annual balance
could be achieved the uncoupled ocean surface tem-
peratures would need to increase by about 18C. In order
to achieve a balance with realistic surface temperatures
the solar radiation and qa are decreased as described
below. An even larger adjustment, by about 8 W m22,
would be required if C, rather than C 2, were used in
(A.6).

The Bishop and Rossow (1991) data show generally
good agreement with long-term weathership surface ir-
radiance climatologies (e.g., Dobson and Smith 1988),
with a positive bias of 10–20 W m22 in the ISCCP
estimates at some stations (Bishop et al. 1997). This
bias is only one of a growing number of empirical in-
dications (including comparisons with land stations) that
radiative transfer equations transmit too much solar ra-
diation to the surface (J. Kiehl 1996, personal com-
munication). It is crudely accounted for by uniformly
multiplying the solar radiation by a factor 0.875.

Kent and Taylor (1995) produce an annual cycle of
latent heat flux for a portion of the midlatitude North
Atlantic using corrected observations from a select sub-
set of North Atlantic Volunteer Observing Ships (VOS).
Their annual cycle has systematically more negative la-
tent heat flux by 10–20 W m22 than the corresponding
cycle from the NCEP data and Shea et al. (1990) surface

temperatures. This difference is too large to be attributed
to uncertainties in the wind speed and the transfer co-
efficient. However, the two annual cycles are brought
into good agreement by multiplying the NCEP 2-m spe-
cific humidity by a uniform factor of 0.93. This drying
adjustment may reflect a tendency for model assimilated
ocean humidity observations from VOS to be too moist
(Kent et al. 1993). An inability of the NCEP model
boundary layer to remove sufficient moisture upward
from the surface is also a potential contributor.

This adjustment of qa results in more latent (A.4) and
longwave (through ea in A.5) cooling, and more fresh-
water loss by evaporation (Table 1). A global balance
between evaporation and precipitation is then attained
by multiplying PMSU by a uniform precipitation adjust-
ment factor fP 5 1.132. The resulting precipitation then
becomes more like other climatologies.

However, the precipitation needed to balance evap-
oration using uSTR does not balance evaporation com-
puted using evolving upper model layer temperature.
Therefore, a precipitation correction factor fP(y) is com-
puted for each year y of the model integration. The
precipitation throughout year y is given by

P 5 fP(y)PMSU. (A.7)

The correction factor is increased for the next year, y
1 1, if the annual change in globally averaged salinity
D^S&y is positive and it is decreased if model salinity
decreases. This change is multiplied by a constant factor
2ro Vo (where Vo is the model ocean volume and So

21So

5 34.7 psu is the ocean reference salinity) to give the
equivalent change in the mass of global ocean fresh-
water D . The mass of MSU precipitation falling onFMy

the ice free ocean during a year, , is the annualPMMSU

integral of the globally integrated PMSU times the ice
free ocean area. At the end of each year these quantities
are used to compute

FDM yf (y 1 1) 5 f (y) 1 2 , (A.8)P P P1 2f (y)MP MSU

where during the first year fP(1) 5 1.100. In B–K (B–
E), globally averaged salinity decreases over each of
the first two years of integration, making fP(2) 5 1.059
(1.009) and fP(3) 5 1.055 (1.050). Salinity then gen-
erally increases for about 200 surface tracer years. For
the remainder of the accelerated integration, changes in
D^S&y are small and the precipitation factor remains ap-
proximately constant at fP(y) 5 1.105 (1.108). A con-
stant factor with this value is used throughout the syn-
chronous integration (Table 1).

Insofar as the precipitation correction and the weak
restoring are accounting for errors in PMSU, but neither
model salt transport deficiencies nor errors in evapo-
ration, then the effective precipitation seen by the model
is the sum of fP(y) PMSU and Fw. Near coasts the weak
restoring includes river runoff from precipitation over
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FIG. B1. Tapering functions used for AI and AITD in Eq. (B.1). In
the bottom panel, the dotted and dashed lines show the f2 distributions
used in the f2 sensitivity experiments.

land, so there is no explicit river runoff in the model
forcing.

APPENDIX B

Tapering of the Isopycnal and Thickness
Diffusivities

In isopycnal mixing parameterizations, an important
variable is S, defined as negative the nondimensional
ratio of the horizontal density gradient vector to the
scalar vertical density gradient. These parameterizations
are applied only in stable stratification, so the isopycnal
slope is defined as |S|. When this slope becomes ex-
cessively steep, the mixing can create numerical insta-
bilities (Cox 1987; Hirst and McDougall 1996). To over-
come this problem, an approach limiting the slope to
be less than a maximum value (Smax) has been widely
used in the Redi (1982)–Cox (1987) isopycnal mixing
parameterization, in spite of the major disadvantage that
spurious diapycnal diffusion for slopes steeper than Smax

is produced. In most cases DM95 also uses this approach
with Smax 5 0.01 for the Gent and McWilliams (1990)
isopycnal transport parameterization. In a recent imple-
mentation of this parameterization, Hirst and McDou-
gall (1996) choose to use the maximum slope limit ap-
proach with Smax as a function of depth and set Smax 5
0.002 near the surface. This choice of Smax also limits
the eddy-induced transport velocity magnitudes, es-
pecially near the surface. A discussion of similar sta-
bility problems pertaining to the Redi–Cox parameter-
ization and a method for tapering of AI while preserving
the computed isopycnal slopes can be found in Gerdes
et al. (1991).

Our investigations with a finer vertical resolution (12
m) than DM95 (50 m) near the ocean surface show that
the near-surface mixing tensor elements, and hence the
isopycnal advection velocity, can become excessively
large due to diminished vertical density gradients. Also,
especially near the ocean surface, the isopycnal trans-
port parameterization and the KPP vertical mixing
scheme conflict. While the latter works to make iso-
pycnals vertical, the former strives to flatten the iso-
pycnals (Gent et al. 1995) and dominates more than the
observations of mixed layer depth indicate. To amelio-
rate these problems in the present investigation we chose
to use two tapering functions.

The method is essentially based on smoothly tapering
both AI and AITD to zero as either the isopycnal slope
becomes large or the ocean surface is approached. It is
expressed as

A 5 f f A and A 5 f f A , (B.1)I 1 2 I ITD 1 2 ITD

where the f1 function is shown in Fig. B1 and is the
same as the f function detailed in Eq. (A.7) of DM95.
As shown in Fig. B1, it reduces AI and AITD by 50%
when the isopycnal slope reaches a critical value, Sc 5
0.004, while the abruptness of the tapering is controlled

by a parameter Sd 5 0.001. Both AI and AITD are zero
for |S| . Smax 5 0.01. In contrast to the maximum slope
limit approach, this method eliminates any spurious dia-
pycnal diffusion, because mixing always operates along
the computed slopes.

The second function f2 is designed to reduce the is-
opycnal mixing near the ocean surface if the isopycnal
slopes are too large, thus limiting the competition with
vertical mixing. Here, the idea is to compare the water
parcel depth d with the vertical displacement distance
D associated with a horizontal displacement equivalent
to the Rossby radius of deformation R. Because this
radius represents the preferred horizontal length scale
of the baroclinic eddies, the vertical displacement is
given by

D 5 R |S|, (B.2)

where usually |S| K 1. The governing parameter be-
comes the ratio

d
r 5 . (B.3)

D

A parcel traveling isopycnally can cover its full hori-
zontal displacement without reaching the surface only
for values of r greater than unity. For values of r less
than unity the supposed encounter with the surface pre-
sumably reduces the isopycnal mixing. Consequently,
we construct the f2 function for r , 1 as follows:

1 1
f 5 1 1 sinp r 2 . (B.4)2 1 2[ ]2 2

Our investigations show that the model solutions are not
sensitive to the specifics of the f2 function. The forms
used in two f2 sensitivity experiments (dotted and
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dashed lines) and in the present cases (solid line) are
given in Fig. B1.

In (B.2), the Rossby radius is determined from

c
R 5 , (B.5)

f

with c 5 2 m s21 is the first baroclinic wave speed, and
f 5 2V sinf is the Coriolis parameter, where V is the
angular velocity of the earth and f is latitude. An ad-
ditional restriction is 15 km # R # 100 km. Because
f1 5 0 for slopes larger than Smax, the corresponding f2

values are irrelevant. Note that the construction of f2 is
completely self-contained in the isopycnal transport pa-
rameterization scheme, and that it is not dependent on
a vertical mixing parameterization.
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