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ABSTRACT

Sea surface heat fluxes in the western equatorial Pacific Ocean estimated by bulk parameterization are compared
with fluxes computed with a one-dimensional, level 2.5 turbulence closure inverse mixed layer model. The bulk
parameterization method requires the inputs of sea surface temperature, cloud amount, wind speed, air temper-
ature, and specific humidity. With the inverse mixed layer model, the authors estimate the surface net heat flux
using surface wind stresses and sea surface temperature (SST) as input, assuming a linear variation of surface
heat fluxes between two time intervals of known SST in a secant root-finding algorithm. The meteorological
data time series from the Woods Hole Oceanography Institution buoy at 18459S, 1568E during the Tropical Ocean
Global Atmosphere Coupled Ocean–Atmosphere Response Experiment intensive observation period is used as
the test dataset. The inverse method generates large variations in daily mean heat flux estimation while the
derived longer time-averaged net heat flux is more consistent with the bulk formula result. This can be explained
by an experiment that shows that the heat flux is highly sensitive to relatively small SST errors in the input.
The use of satellite data is also discussed by testing the model with a blended SST input composed of satellite-
observed and mooring-measured SST.

1. Introduction

The ocean is largely forced at the surface by wind
stresses (momentum flux) and heat fluxes. Since direct
measurements of wind stresses and heat fluxes are dif-
ficult, bulk parameterization formulae have been used
to estimate the fluxes from measurements reported rou-
tinely by volunteer ships, which include cloud fraction,
sea surface temperature, wind speed, air temperature,
and humidity (in the form of dry bulb temperature or
dewpoint temperature). The transfer coefficients were
assumed to be constant or a simple function of wind
speed and determined by empirical methods. The subject
of bulk parameterization has been reviewed by Smith
(1988), Liu (1990), and others. In theory, the coeffi-
cients depend on reference height, sea state, atmospheric
density stratifications, and other factors. Liu et al. (1979,
hereafter referred to as LKB) attempted to account for
these factors and took a physical approach to bulk pa-
rameterization by solving simultaneously the flux-pro-
file relations based on similarity theory. A parameter-
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ization scheme based on the LKB method, but including
more parameters and more atmospheric and oceanic
physics, has been developed by Fairall et al. (1996).
This scheme is tuned to the TOGA (Tropical Ocean
Global Atmosphere) COARE (Coupled Ocean–Atmo-
sphere Response Experiment) data. The results of this
scheme and LKB method will be compared briefly in
section 4a.

Methods of estimating the fluxes have also been de-
veloped [see Liu (1990) and Liu (1993) for a review].
The estimation of solar heating uses high-resolution data
(temporally and spatially) from the geostationary sat-
ellite (e.g., Gautier et al. 1980; Bishop and Rossow
1991) and the evaporative cooling depends on SST, wind
speed, and water vapor measured by polar orbiting ra-
diometers (Liu 1984; Liu 1988). The application of sat-
ellite data to estimations of both solar heating and evap-
orative cooling has been demonstrated by Liu and Gau-
tier (1990) and Liu et al. (1994). They used the data in
studies of the upper-ocean heat balance. Wind stresses
estimated from satellite data in forcing the ocean cir-
culation model have also been examined (e.g., Liu et
al. 1993; Chen et al. 1994a; Liu et al. 1995).

Many different procedures to calculate saturation va-
por pressure, thus saturation specific humidity, have
been proposed (Sargent 1980). The classic procedure is
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the Goff–Gratch formulation (Goff and Gratch 1946) as
presented in the Smithsonian Tables. Among these dif-
ferent procedures are Lowe’s (1977) polynomial ap-
proximation used by the LKB bulk parameterization and
Buck’s (1981) exponential equation used by the TOGA
COARE Bulk Flux Code 2.0. All these methods are
based on the Clausius–Clapeyron equation, but devel-
oped to simplify the computation.

The accuracies of all these bulk formulas are not en-
tirely satisfactory. The differences between different
bulk formulas are sometimes as high as 80 W m22

(Weare 1989). A difference of 25 W m22 in net heat
flux can produce a 3.58C change per year in a 50-m
layer of water (Seager et al. 1988), or a 1.88C change
per year in a 100-m layer (Giese and Cayan 1993), a
level of error that could be intolerable in an ocean model
integration (Yan and Okubo 1992).

Miller (1981) first suggested a totally different ap-
proach using a one-dimensional oceanic mixed layer
model forced by wind stresses from satellite data to
estimate the surface heat fluxes. He looked for succes-
sive values of the surface net heat flux that yield a nearly
exact simulation of the observed SST changes. This
allows us to take advantage of all observed data with
their error estimates. Gaspar et al. (1990) used real data
in the area and a similar approach as that of Miller.
Unlike Miller’s integral mixed layer model, he used a
simple eddy kinetic energy parameterization of the oce-
anic vertical mixing of the upper ocean. The turbulence
kinetic energy is defined through a prognostic equation
while the turbulent length scales are defined by a di-
agnostic formulation.

The western equatorial Pacific is important because
of the large area of warm sea surface temperature (SST),
which strongly influences the global atmospheric cir-
culation and climate variability. Significant westerly
wind bursts between generally light mean wind is as-
sociated with the onset of the El Niño–Southern Oscil-
lation phenomenon (Lukas and Lindstrom 1991; Yan et
al. 1992, 1997).

In this research, we estimate the surface net heat flux
separately by the bulk formula and by an inverse mixed
layer model using observed variables as input at a buoy
site of the western equatorial Pacific Ocean. Horizontal
heat advection is not important in this region because
of the weak horizontal temperature gradient (Godfrey
and Lindstrom 1989). Strong vertical salinity stratifi-
cation due to heavy precipitation in the warm pool area
plays an important role in the mixed layer thermody-
namics (Lukas and Lindstrom 1991; Delcroix et al.
1992; Sprintall and McPhaden 1994). Thus, a one-di-
mensional vertical mixing model with the consideration
of salinity structure is simple and reasonable to apply
here. In this study, the Mellor and Yamada (1982) level
2.5 turbulence closure vertical mixing scheme is adopt-
ed. Although the model’s physics lacks the effects of
wind stirring and vertical penetrative convection, these
could be neglected in the equatorial regions (Chen et

al. 1994b). The differences between our proposed in-
verse mixed layer model and that of Gaspar et al. (1990)
are, first, the master length scale is determined by the
vertical structure of the turbulent kinetic energy, rather
than diagnosticly, and second, the freshwater flux is
considered in the numerical model due to the local con-
dition in the western equatorial Pacific Ocean.

Section 2 gives a detailed description of the bulk
formula and the one-dimensional, level 2.5 turbulence
closure inverse mixed layer model. Section 3 is a brief
introduction to the dataset tested. In section 4, results
of the bulk formula and the inverse mixed layer models
are compared and discussed. An experiment is per-
formed to test the sensitivity of the simulated net heat
flux to SST errors in the model input. For this inverse
model, we also tested the possibility of using satellite
data as model input by forcing it with a blended SST
(satellite-observed SST blended with mooring-mea-
sured SST). Section 5 is a brief summary of this study.

2. Methodology

a. Bulk formula

The surface fluxes of momentum (wind stresses),
freshwater, radiative, latent, and sensible heat fluxes can
be estimated by the bulk formula using satellite ob-
served and directly measured variables.

Net surface heat flux Q consists of net shortwave
radiation QI minus net longwave radiation QB, latent heat
flux QE, and sensible heat flux QH (Stevenson and Niiler
1983; Talley 1984):

Q 5 Q 2 Q 2 Q 2 Q . (1)I B E H

Net shortwave radiation is given as (Reed 1977):

Q 5 Q (1 2 a)I S

5 Q (1 2 0.62C 1 0.0019u)(1 2 a), (2)S0

where a is the surface albedo; here we take a to be
0.055, a typical value of the TOGA COARE region;
QS0 is clear-sky radiation, which is a function of latitude
and time of year; C is daytime averaged cloud amount
in tenths; and u is noon solar altitude in degrees.

Lumb’s (1964) formula for hourly clear-sky condi-
tions is

QS0 5 ISCs(0.61 1 0.20s), (3)

where the coefficient ISC is solar constant 1353 W m22

and s is the mean of the sine of the solar altitude at the
beginning and end of the hour and is calculated as follows:

solar declination

23.45 2p
d 5 cos (172 2 D) (4)[ ]p 365

sine of solar altitude

s 5 sind sinf 1 cosd cos2f cosv, (5)
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where D is day of year, f is latitude, and v is hour
angle (degrees), which is zero at solar noon and de-
creases 158 every hour.

Stevenson and Niiler’s (1983) formula for net long-
wave radiation is

4 1/2 3Q 5 [esT (0.39 2 0.05e ) 1 4esT (T 2 T )]B S 10 S S 10

3 (1 2 0.7C), (6)
where emissivity of sea surface e 5 0.97, Stephen–
Boltzman constant s 5 5.673 3 1028 W m22 K24, e10

is water vapor pressure (mb) at 10-m height, TS is sea
surface temperature in K, T10 is atmosphere temperature
(K) at 10-m height, and C is the fraction (tenths) of the
sky covered by cloud.

The turbulent heat fluxes are estimated by LKB bulk
parameterization in this study. The fluxes of latent, sen-
sible heat, and momentum are computed directly from
the inputs of sea surface temperature TS, air temperature
Ta, specific humidity q, wind speed U, and the heights
of measurement with variable transfer coefficients CE,
CH, and CD. The bulk formulas are

Q 5 LE 5 r C LU(q 2 q), (7)E a E s

Q 5 r C C U(T 2 T ), (8)H a P H S a

and

t 5 r C UU, (9)a D

where QE is the latent heat flux, QH is the sensible heat
flux, and t is the wind stresses; E is the moisture flux,
L 5 2.5008 3 106 2 2.3 3 103 TS J kg21 is the latent
heat of vaporization, TS is sea surface temperature, ra

is density of the air using the ideal gas equation with a
correction for the virtual equation, ra 5 Pa/(RTa), Pa is
air pressure, R 5 287.04 J kg21 K21 is the atmospheric
constant, Ta is air temperature, U is wind speed, qs is
saturation specific humidity, q is specific humidity, CE

is the moisture transfer coefficient, CH is the heat transfer
coefficient, CP 5 1.0048 3 103 J Kg21 8C is specific
heat of air at constant pressure, CD is the transfer co-
efficient of momentum or drag coefficient, and U is the
wind velocity at observation level.

b. Inverse model
The one-dimensional, level 2.5 turbulence closure

model equations for zonal velocity u, meridional ve-
locity y, temperature T, and salinity S are

]u ] ]u
2 fy 5 2P 1 K (10)x M1 2]t ]z ]z

]y ] ]y
1 fu 5 2P 1 K (11)y M1 2]t ]z ]z

]T ] ]T
5 K (12)H1 2]t ]z ]z

]S ] ]S
5 K , (13)H1 2]t ]z ]z

where the vertical eddy coefficients KM and KH are cal-
culated using the level 2.5 turbulence closure scheme
of Mellor and Yamada (1982):

(K , K ) 5 (lqS 1 n, lqS 1 n); (14)M H M H

here n is background diffusivity, q is the square root of
twice the turbulence energy and is calculated from a 1D
turbulence energy equation, l is the master mixing
length, which can be determined according to the ver-
tical distribution of q,

kz
l 5 l (15)0 kz 1 l0

0

|z|q dzE
2h

l 5 a , (16)0 0

q dzE
2h

where k 5 0.4 is the von Kármán constant and h is
water depth; SM, SH are functions of the gradient Rich-
ardson number Ri and some experimentally determined
constants A1, B1, A2, B2, C1, where

2 2g ]r ]u ]y
Ri 5 2 1 (17)@ 1 2 1 2[ ]r ]z ]z ]z

(A , B , A , B , C ) 5 (0.92, 16.6, 0.74, 10.1, 0.08).1 1 2 2 1

(18)

These constants can be modified to improve the model
performance.

Following Chen and Rothstein (1991), we assume that
the vertical distribution of zonal pressure gradient is
Gaussian (Dillon et al. 1989); that is, Px 5 P0x exp(2(z/
h)2), where h 5 500 m and P0x is chosen so that the
vertical integrated Px balances the mean zonal wind
stress. The downward solar shortwave irradiance has the
form of I(z) 5 0.58 1 0.42 , where h1 5 1 mz/h z/h1 2e e
and h2 5 18 m for ocean water Type IB (Paulson and
Simpson 1977).

At the ocean surface,

]u ]y
l fK , 5 (t , t ) (19)M1 2]z ]z

at z 5 0,
]T ]S Q 6K , 5 , S S (20)H f1 2 1 2]z ]z rCP

where (tl, tf) are the zonal and meridional components
of wind stresses, and (Q, S f) are the surface net heat
and freshwater fluxes. All these fluxes are specified ex-
cept Q, which is to be determined by inverse techniques.

At the model bottom, there are no fluxes of momen-
tum, heat, and salt:

]u ]y ]T ]S
5 5 5 5 0 at z 5 2h. (21)

]z ]z ]z ]z



2480 VOLUME 27J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y

We can model the upper-ocean mixed layer structure
by setting the water column as being 500-m deep with
a constant grid spacing of 10 m. The initial current
velocity is zero; the initial temperature profile is inter-
polated from daily mean vertical temperature field at
different depths. The initial salinity profile is derived
from climatological salinity vertical structure of that
month. An implicit method with a time step of 1 h is
used to solve Eqs. (10)–(13). The result of implicit fi-
nite-difference scheme of the equations are solved with
a tridiagonal matrix reduction technique. At each time
step, eddy diffusion coefficients are recomputed through
an iteration.

The inverse method estimates surface net heat flux
starting from the initial state at time t0 when all fluxes,
including tl, tf, S f, and initial Q, are known. Here initial
net surface heat flux Q0 is calculated from the bulk
formula. A linear variation of surface heat fluxes be-
tween intervals of two time instants of known SST is
then assumed; that is, let Q1 5 Q0 1 bt be the surface
heat fluxes during the time period between t0 and t1,
where t1 is the first time at which the SST is known.
The secant method used to determine the linearly in-
creasing rate of the heat flux b usually converges faster
than the bisection method. Now given the first two
guesses of b1 and b2, let Q1 5 Q0 1 b1t and Q2 5 Q0

1 b2t, integrate the model forward from t0 to t1 and
obtain simulated SST1 and SST2 respectively at time t1.
The next two guesses of b may be chosen as 1) the b
that yields the smaller discrepancy of SST between b1

and b2, that is,

b 5 b if SST 2 SST . SST 2 SST1new 1 1 2

5 b otherwise; and (22)2

2) the intersection of the secant line connected by (b1,
SST1 2 SST) and (b2, SST2 2 SST) with b axis, that
is,

(SST 2 SST )1b 5 b 1 (b 2 b ). (23)2new 1 2 1(SST 2 SST )2 1

Then integrate the model with b1new and b2new. Repeat
the above procedure until the simulated and known SST
at time t1 agree within an accepted tolerance; here we
choose 0.018C. Usually the procedure converges within
five iterations. The choice of the initial heat flux value
does not affect the final convergence but rather affects
the number of iterations needed. Then the estimation
continues by repeating the same iterative procedure be-
tween t1 and t2, the next time instant at which the SST
is known.

3. Data sources and analysis

The integrated meteorological (IMET) buoy of Robert
Weller and the Woods Hole Oceanographic Institution
(WHOI) was deployed in the center of the intensive flux
array (IFA) at 18459S, 1568E during TOGA COARE

intensive observation period (IOP). The meteorological
hourly time series (Weller and Anderson 1996) used in
this study include: wind speed, wind stress, rainfall rate,
relative humidity, barometric pressure, air temperature,
sea surface temperature, net shortwave radiation, net
longwave radiation, latent heat flux, and sensible heat
flux. A four-day gap from 9 to 13 December 1992 was
filled with hourly data from a nearby Autonomous Tem-
perature Line Acquisition System (ATLAS) buoy at 28S,
1568E by M. McPhaden at the National Oceanic and
Atmospheric Administration (NOAA)/Pacific Marine
Environmental Laboratory (PMEL). The measurement
heights for wind speed, relative humidity, barometric
pressure, and air temperature are 3.54 m, 2.74 m, 3.00
m, and 2.78 m, respectively. Sea surface temperature is
measured at 0.45-m depth. Both net shortwave and net
longwave radiations are obtained by combining ob-
served incoming radiation and estimated outgoing ra-
diation from the bulk formula. The latent and sensible
heat fluxes in this dataset are estimated by TOGA
COARE Bulk Flux Code 2.0. Hereafter, we will refer
the heat fluxes (net shortwave radiation, net longwave
radiation, latent heat flux, and sensible heat flux) of this
dataset as ‘‘IMET fluxes.’’

Monthly International Satellite Cloud Climatology
Project 28 3 28 cloud cover fields (Rossow and Schiffer
1991) are interpolated at 18459S, 1568E and used for
obtaining net shortwave radiation from Eq. (2) and net
longwave radiation from Eq. (6). It is worth noting that
the temporally varying cloud fraction has a very sig-
nificant effect on the surface irradiance (Lumb 1964;
Chen et al. 1994a).

The net shortwave radiation is estimated from Eq. (2)
with the above available cloud cover data at the WHOI
buoy and compared with IMET flux. The net longwave
radiation equation (6) uses sea surface temperature, air
temperature, water vapor pressure, and cloud cover as
input at the WHOI buoy and the results are compared
with IMET flux. The wind speed, sea surface temper-
ature, and air temperature, as well as their observation
heights, are used in Eqs. (7)–(9) to estimate hourly latent
heat fluxes, sensible heat fluxes, and wind stresses. Es-
pecially, the relative humidity and water vapor pressure
are used to calculate the specific humidity difference
for the latent heat flux estimation.

Five day averaged 2.58 3 2.58 Global Precipitation
Climatology Project (GPCP) infrared-based precipita-
tion estimates (Janowiak and Arkin 1991) from 1986 to
the first 18 pentads of 1994 are used for the freshwater
flux. The rain rate at 18459S, 1568E is obtained by linear
spatial interpolation and is assumed constant in one pen-
tad.

In this study, we also want to test the practical usage
of satellite-derived SST in the inverse model. Satellite-
derived SST during TOGA COARE IOP is provided by
William Emery and Keith Cherkauer at University of
Colorado. The raw data is collected from the advanced
very high resolution radiometer (AVHRR) aboard the
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FIG. 1. Moisture transfer coefficients averaged in wind speed bins
of 0.5 m s21 for the WHOI buoy. Solid line: TOGA COARE Bulk
Flux Code 2.0; dashed line: LKB bulk parameterization.

FIG. 2. Saturation specific humidity calculated by two different
procedures at constant surface pressure of 1013 mb. Solid line: Buck’s
(1981) exponential equation used by TOGA COARE Bulk Flux Code
2.0; dashed line: Lowe’s (1977) polynomial approximation used by
LKB bulk parameterization.

NOAA-11, -12 near-polar, sun-synchronous orbiting sat-
ellites at the satellite ground station operated by James
Cook University (Townsville, Australia).

Two NOAA satellites provide twice-daily (thermal
band) coverage across the COARE area from an altitude
of 840 km. The datasets we have are 1024 by 512, 16-bit
images from various sea surface temperature algorithms:
multichannel SST (MCSST), cross-product SST
(CPSST), nighttime cross-product SST (CPSST3), and
satellite skin SST (SMSST) over the region of (108S,
108N) by (1408E, 1808) from both NOAA-11, NOAA-12
passes. Due to the lack of in situ skin SST measure-
ments, it is difficult to say which of the algorithms pro-
duces the most accurate results (Wick et al. 1992). In
this study, CPSST and CPSST3 are chosen as daytime
and nighttime satellite-observed SST, respectively. Be-
cause of the large amount of cloud cover over the region,
the valid data is very limited.

Since actual SST is usually higher than the satellite-
observed SST with unremoved cloud cover effect, the
highest SST value within a 18 by 18 region at 18459S,
1568E is used. If such chosen SST value is too high
(higher than 31.58C for this point), we use the value of
the nearest available point instead. If this value is still
too low (lower than 288C) for this point, we assume
that satellite-observed SST for this point is not good
and just drop it. Daily mean satellite-observed SST is
obtained by averaging all the available values from the
satellite passes on that day. NOAA-11, -12 AVHRR-
derived SST is then blended with mooring-measured
SST for those days without satellite data. This blended
SST is then used in the inverse model.

4. Results and discussion

a. Bulk formula

Some surface latent and sensible heat fluxes are in-
cluded in the WHOI buoy data. They were computed
using the TOGA COARE Bulk Flux Code 2.0, as in-
dicated in section 3. The IMET latent heat flux acquired

from this dataset in the form of a transfer coefficient
averaged over 0.5 m s21 wind speed bins are compared
with those computed using the LKB method in Fig. 1.
The two sets of data agree closely with little significant
difference. Figure 2 shows the saturation specific hu-
midity calculated by two different procedures in the SST
range of interest: Buck’s (1981) exponential equation
used by TOGA COARE Bulk Flux Code 2.0, Lowe’s
(1977) polynomial approximation used by LKB bulk
parameterization. Surface pressure is assumed constant
as 1013 mb in both cases. The mean percentage differ-
ence between these two methods is 4.3%. Although
Buck’s result is consistently lower than Lowe’s result
in this figure, it does not imply any systematic difference
between two methods when a larger range of SST is
considered. From the above results, we can conclude
that the latent heat fluxes calculated by the TOGA
COARE bulk flux code do not differ significantly from
the LKB bulk formula.

Figure 3 shows the comparison of IMET and the bulk-
formula-derived (a) monthly mean net shortwave radi-
ation, (b) monthly mean net longwave radiation, (c) dai-
ly mean latent heat flux, (d) daily mean sensible heat
flux, and (e) daily mean net heat flux. Since we do not
have high-resolution cloud cover data, net shortwave
radiation and longwave radiation are compared monthly
instead of daily. The correlation coefficients between
the two lines in Figs. 3a and 3b are 0.63 and 0.45,
respectively. The mean differences for net shortwave
radiation and net longwave radiation are 1.99 and 4.36
W m22, respectively. From Fig. 3b, we can see that bulk-
formula-derived net longwave radiation is consistently
lower than IMET values. This may be caused by the
usage of barotropic pressure measured at 3.00 m and
air temperature at 2.78 m instead of values at 10-m
height in the bulk formula. IMET net shortwave and
longwave radiation, instead of the bulk formula fluxes
that were estimated with monthly cloud cover, are used
for both net heat fluxes compared in Fig. 3e to show
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FIG. 3. IMET (solid) and the bulk-formula-derived (dashed) (a) monthly mean net shortwave radiation, (b)
monthly mean net longwave radiation, (c) daily mean latent heat flux, (d) daily mean sensible heat flux, and
(e) daily mean net heat flux for the WHOI buoy.

how accurately net heat flux could be estimated when
radiation data is available. The correlation coefficients
between the two lines in Figures 3c, 3d, and 3e are 0.93,
0.97, and 0.95 respectively.

Satellite data is a major data source covering large
areas. We can use satellite observed variables in the bulk
formula. Surface humidity, wind speed, sea surface tem-
perature, relative humidity (Liu and Niiler 1984; Liu
1988) and cloud cover (Gautier et al. 1980; Gautier and
Frouin 1985) can all be derived from satellite measure-
ments. Twice-daily satellite data coverage is frequent

enough for producing the heat fluxes averaged over sev-
eral days or longer.

b. Inverse model

Figure 4 gives the daily mean net heat fluxes esti-
mated by the bulk formula and those derived by the
inverse model for the WHOI buoy. The inverse-model-
derived net heat flux has a larger variation than the bulk
formula estimation, a result also shown in the study of
Gaspar et al. (1990). The correlation coefficient between
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FIG. 4. Daily mean net heat fluxes estimated by the bulk formula and those derived by the
inverse model (dashed) for the WHOI buoy.

FIG. 5. Longer time-averaged net heat fluxes estimated by the bulk formula (solid) and those
derived by the inverse model with observed SST as input (dashed) for the WHOI buoy. Upper:
5-day average; middle: 15-day average; lower: 30-day average.

the two lines is 0.39. But the mean net heat fluxes for
both methods are 7.4 and 9.8 W m22, the difference is
small.

Large and Pond (1982) pointed out that the bulk meth-
od is not suitable for estimating instantaneous fluxes,
but rather mean values over a few days, the period need-
ed to average out the effects of the nonparameterized
processes. So, if we look at a longer time average of

net heat fluxes for the WHOI buoy (Fig. 5), we can see
that the inverse model estimates more accurately the
longer time-averaged net heat flux. The correlation co-
efficients for 5-day, 15-day, and 30-day averaged net
heat fluxes between the bulk formula estimates and the
inverse model results are 0.78, 0.95, and 0.84, respec-
tively. The mean differences for 5-day, 15-day, and
30-day averaged net heat fluxes are 3.4, 0.05, and 0.05
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FIG. 6. Ensemble average of rms differences from 10 test runs
between daily mean (solid), 15-day averaged (dashed), and 30-day
averaged (dotted) net heat fluxes estimated by the bulk formula and
those derived by the inverse model as a function of the amplitude of
SST random error.

FIG. 7. Daily mean mooring measured SST (solid) and blended SST (NOAA-11, -12 AVHRR
derived SST blended with mooring measured SST) (dashed) during TOGA COARE IOP for the
WHOI buoy.

W m22, respectively. The rms differences of 5-day,
15-day, and 30-day averaged net heat fluxes are 36.5,
12.1, and 8.4 W m22, respectively, which are much
smaller than the rms difference of 115.3 W m22 recorded
for the 1-day average.

The phenomenon of large variation of daily mean
surface net heat flux can be explained by an experiment
that shows that net heat flux is highly sensitive to rel-
atively small SST errors in the input. Large variation
of flux cannot produce very large temperature signals
during a short period. For example, a 50 W m22 flux
variation during a period of 12 hours induces a final
temperature change of only 0.18C in a 5-m deep well-
mixed layer (Gaspar et al. 1990). In our case, the mixed
layer depth is greater than 5 m and hourly SST change
in observed SST is sometimes as large as 0.88C. This

induces a large flux variation to balance the large SST
change. The inverse model performs better for larger
scales since the longer time-averaged SST has much
less error and variability, which requires less variation
of net heat flux to balance it. To prove this high sen-
sitivity, some random error is added to the numerical
model simulated SST when we use the bulk formula
estimated net heat flux and wind stresses as forcing and
then use this error-added SST as the inverse model input
for the WHOI buoy data. Figure 6 shows the ensemble
average of rms differences from 10 test runs between
the daily mean, 15-day averaged, and 30-day averaged
net heat fluxes estimated by the bulk formula and those
derived by the inverse model as a function of the am-
plitude of SST random error. We can see that the rms
difference increases almost linearly with SST error. We
also prove that the longer time-averaged net heat flux
estimated by the inverse model has lower rms difference
from the bulk formula estimation.

The application of satellite data is tested by using the
blended SST described in section 3 as the inverse model
input. Figure 7 shows the comparison between the daily
mean WHOI mooring measured SST and blended SST
(NOAA-11, -12 AVHRR-derived SST blended with
mooring measured SST) during TOGA COARE IOP.
The trend of the blended SST agrees well with the moor-
ing measured SST. Now a reasonable diurnally varying
amplitude appropriate for SST is applied to obtain hour-
ly blended SST. The inverse model was rerun with this
hourly blended SST instead of hourly mooring measured
SST while observed wind stresses and rain rate re-
mained the same. Figure 8 shows the comparison be-
tween longer time-averaged net heat fluxes estimated
by the bulk formula and those derived by the inverse
model with the blended SST as input for the WHOI
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FIG. 8. Longer time-averaged net heat fluxes estimated by the bulk formula (solid) and those
derived by the inverse model with the blended SST as input (dashed) for the WHOI buoy. (There
is a 1-day shift in average compared to Fig. 5). Upper: 5-day average; middle: 15-day average;
lower: 30-day average.

buoy. In order to validate the model independence from
the starting day of average, there is a 1-day shift in Fig.
8 compared to Fig. 5. The correlation coefficients be-
tween the two lines for 5-day, 15-day, and 30-day av-
eraged net heat fluxes are 0.73, 0.90, and 0.28, respec-
tively. The mean differences for 5-day, 15-day, and
30-day averaged net heat fluxes are 11.45, 14.16, and
14.16 W m22, respectively. And the rms differences are
38.3, 12.8, and 9.1 W m22, respectively. The comparison
with the inverse model estimations from the mooring
measured SST (Fig. 5) shows that usage of the blended
SST apparently decreases the correlation coefficients
and increases mean differences and rms differences.
This is because the blended SST has less accuracy than
the mooring-measured SST at this site. Presently, the
reported absolute SST accuracy from satellite obser-
vation in the tropical regions is about 0.58C (McClain
et al. 1985; Wick et al. 1992). But the rms difference
of daily mean net heat flux estimation for an error of
0.58C in hourly SST is about 60 W m22 (Fig. 6). It is
smaller than the 80 W m22 differences sometimes shown
for bulk formulas. And the rms differences for 15-day
and 30-day averaged net heat fluxes for an error of 0.58C
in hourly SST are only about 20 W m22 and 10 W m22

(Fig. 6), which are quite acceptable. Generally speaking,
satellite data has the advantage of high temporal and
spatial coverage with high accuracy. The inverse model
can be applied to a large domain using satellite data.

5. Summary

In this study, we have investigated the surface net
heat flux in the western equatorial Pacific, a region of
generally high SST and low wind speed. A one-dimen-
sional model can be used here because of the weak
horizontal advection.

We compared surface heat fluxes computed by bulk
parameterization method with those computed from an
inverse ocean model. A one-dimensional, level 2.5 tur-
bulence-closure mixed layer inverse model is used to
estimate surface net heat flux. The inverse model pro-
duces large variations for daily mean net heat flux es-
timation, while the derived longer time-averaged net
heat flux is more accurate and compared better with
observations. Estimated net surface heat flux is found
to be highly sensitive to relatively small SST errors in
the input. Satellite data can be used as input in both the
bulk formula and the inverse method.

The latent and sensible heat fluxes provided by TOGA
COARE, which is computed from a bulk formula that
involves more parameters and processes than the LKB
formula does, do not show significant difference from
LKB results in our limited comparison.

Surface heat fluxes are very difficult to observe and
bulk formulas have their inherent inaccuracies. An in-
verse model is a promising alternative to be explored.
The model SST produced by a 1D model in a small
horizontal advection region cannot be consistent with
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the observed SST, mainly due to the inaccurate forcing
heat fluxes that are usually derived from bulk formulas.
The inverse model takes advantage of the accurately
observed SST input to be able to reproduce the correct
net heat flux. To apply the inverse approach over a larger
area where the horizontal advection is not small, a ver-
tical mixing scheme embedded in a three-dimensional
general circulation model would be needed to calculate
the surface heat fluxes. Such effort, though more com-
plicated, is worth trying. The advantage is that all the
model inputs (wind stresses, SST, and net shortwave
radiation) can be provided by satellite measurements
with adequate spatial and temporal resolutions.
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