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Abstract


A professional biologist outlines a non-metaphysical, Darwinian, conceptual framework within which knowledge, its acquisition and evolution could be visualized and studied. The scheme assumes personal uniqueness of concept-concept and concept-word relations, their modification through new experiences, interpersonal exchanges, or joint constructive efforts, and their confluence into larger networks (“concept clouds”). Knowledge expressible in words may be seen as organized in “public concept clouds”. New sciences may be seen as accretion, branching or reshuffling of existing public concept clouds, or as new independent public concept clouds based on circular definitions. Reason, logic, mathematics are assumed to be products of biological evolution. The limits to social constructivism are briefly discussed. Continuity of science and philosophy is advocated. Annotations tentatively relate these views to past and current trends in philosophy.
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I  Introduction: Philosophy and Science


I have been a practicing scientist for the last fifty years. In my daily activities as a scientist, rarely have I worried about any philosophical principles underlying the practice of science. The same seems to be true of most of my fellow scientists. Yet this general aphilosophical attitude does not seem to have stood in the way of the success (measured in terms of ensuing practical accomplishments) of scientific research. This has encouraged me to approach some problems usually thought to be in the realm of philosophy, yet concerning the very foundations of science, with the epistemic naïveté of the typical scientist.1


Common parlance distinguishes between philosophy and science. Of course, professional philosophers do not usually work in a laboratory or go field collecting, but I believe that at the epistemic level there is no discontinuity between science and philosophy.2 Many well known philosophers share this view. The rather sharp institutional separation between the two disciplines, although to some extent unavoidable, is highly regrettable, and may very well be at the root of some of the “postmodern” excesses, where the double constraint of consistency and respect for factual information has been largely repudiated.3


In what follows, I am reflecting upon the philosophical assumptions that seem to have informed my practice as a scientist, and propose a non-metaphysical, Darwinian, conceptual framework within which knowledge, its acquisition and evolution could be visualized and studied. It will be apparent that in my world-view the origin of the universe and human consciousness are accepted as two scientifically unsolved, perhaps insoluble problems, without this necessarily vitiating the epistemic construction proposed.3a





II  The I and its Universe


My starting point is the recognition of I and Non-I. I believe this is the first and key step in consciousness.4 The Non-I is my universe, and I am the center of it. This recognition5 derives from what I call my mapping of my universe, which is continuously taking place while I am awake, and is apparently the result of my capacities to perceive and to elaborate my perceptions. As I see it, primitive mapping does not require words or sounds or gestures.5a As part of this mapping, I notice that there are “things” (= individuals) that are significantly similar to me. I interact with them and presume that they also have their own universes.6


My distinction between I and Non-I is not in the metaphysical realm, and must not be seen as a declaration of fundamental dualism. In recognizing an I and a Non-I, I simply try to express in words what I feel or think and have always felt or thought for as long as I remember, except when I am asleep without dreaming. I do think that anything I say or do is built in practice upon my I vs. Non-I recognition. Note that I do not assign a precise meaning to the I, as long as there is a I vs. Non-I distinction. I am not able to say exactly where the I ends and the Non-I begins; in other words, I only see, at least for the time being, a fuzzy demarcation between the two. I accept the mystery of this partition, but I hope that future advances in the cognition sciences will help define it, and possibly explain it one day.7


	I imagine that my ancestors, as generally animals, attracted to each other within the group, found through trial and error that accompanying mapping with specific gestures or sounds was an effective method for constructively doing things together. Later my ancestors (unlike other animals) discovered (or mutated so) that they could enormously increase the number and variety of sounds and use these, as words, for a vastly more refined communication system with other individuals. This development was so useful that they even started using sometimes these words, unsaid, in their own private mapping.8


	I am not able to give a more precise definition of I and Non-I. All I do is recognizing a distinction between the two, as the most elementary and general statement I can make. Assuming (as I do) that a similar recognition is made by other persons, the demarcations of their I's vs. their Non-I's (i.e. the level - brain, nerves, skin, etc. - at which the distinction is made) may be different for different persons: Joe could consider only thinking as Joe's I, while Tom could consider most of Tom's body as part of Tom's I. These differences will be neglected for all present purposes. The fact that constructive interactions can be established with other individuals suggests that their universes are for most practical purposes the same as mine, i.e. that there is one universe independent of, and including, each of us (i.e. each of our I's, whatever I's are).


	It might seem careless to start a logical train of thought with a statement such as the I vs. Non-I recognition, where such terms are not more precisely defined. On the other hand, one could scarcely apply rational discourse in making the “most elementary and general statement” before the rules of rational discourse are established. I believe that such a situation is unavoidable, i.e. that logical precision can be applied only within a system of thought, and not as one enters it. I hope this will become clearer later in this exposition.


	There are two important consequences to the recognition of one universe and of the I vs. Non-I distinction, as follows. (a) I can distinguish two separate areas of study: I can consider what goes on inside myself (my I) (introspection) or I can observe what goes on in my universe (my Non-I). The two areas of study are fundamentally different because only in the latter case can other people (other I's) directly verify my observations. It is generally held that good, trustworthy science deals only with this case (objectivity). (b) Nothing says that the perceptions of the universe are exactly the same for each of us, nor that the mapping system, and therefore the meaning of words, is exactly the same for each of us. Rather, all that is meant is that perceptions and mapping systems are sufficiently similar among different individuals for useful, constructive interactions to occur.


	The I vs. Non-I distinction develops in childhood and is strongly affected, perhaps even directed, by interactions involving various individuals of the same species. These interactions are largely language-mediated. At times, we also try to describe for each other our own concepts of I, and we might speak of being conscious, being happy or pained, thinking, deciding, dreaming, and so on, but that is hazardous territory for “good” science.


As part of a plausible evolutionary story, it is worthwhile envisioning that period in human evolution when language was so rudimentary to be comparable to communication among animals. I presume that also animals may be capable of some kind of similar, albeit rudimentary, I vs. Non-I distinction. Moreover, it seems plausible to me that even a single individual, totally isolated from birth, and in a natural (trees, fruits, animals) environment, could develop a realization of I vs. Non-I.9





III  Understanding Each Other10


As more numerous and successful interactions will occur between individuals, so more compatible their mapping systems will become, without necessarily affecting their perceptions.11 This process may be exemplified as follows. If alphabet letters A, B, C…represent words or sets of words, and more specifically lower case letters d, e, f… represent words, or sets of words, describing relationships,12 then AJ, BJ, dJ, eJ... may represent the corresponding perception elements in Joe's mapping, and AT, BT, dT, eT... the corresponding ones in Tom's mapping. AJ, which Joe calls A, has, according to Joe, relationships z, v and p to B, G, and S, respectively. Tom might volunteer that for him A, and therefore AT, has indeed relationships z and v to B and G, as for Joe, but r to S. Instead of going to war on this, they agree to use word A for AJ, and a new word, A', for AT.


	This game can go on forever, through the examination of additional relationships, and applies to both kinds of words, symbolized here by lower and upper case letters. As the interaction progresses, the use of the cluster of words being worked upon by Joe and Tom becomes more precise, and therefore more efficacious for constructive joint action. Their perceptions do not necessarily change in the process, yet the precision in their communication improves all the time.


	A' will be valid only for Joe and Tom, perhaps only when they talk about certain topics. Perhaps, in everyday life, they may well continue to use A in their own different ways. Alternatively, it may happen that A' is useful to other people besides Tom and Joe, and its use may spread to a wider circle, and eventually enter a respected dictionary. 	It may happen that Joe never encountered X, while Tom uses it and has his XT. In his way, Tom knows X, and may try to define it for Joe, by finding a set of words, C, G, R, y, u, t, relating to X, that he believes have reasonably the same meaning for Joe and for himself (i.e. he suspects that CJ, GJ, etc. may be reasonably the same as CT, GT, etc.). Thus Joe learns X Tom's way. If Joe is a good student, he will check X in the dictionary or in a book or by talking to someone else, to make sure that X, as defined by Tom, is sufficiently general, and thus useful. Perhaps X is a totally new word created by Tom to express his XT, which might even be a previously undescribed perception.


	I believe that the above type of analysis applies equally well to the building of a scientific theory, except of course for the higher degree of sophistication and stringency that may be required.13





IV  Concept Clouds


I'll try to explain better what I mean when I say “I continuously map my universe”. Through my senses I form perceptions (images, not necessarily visual) which I partially store in my memory for a shorter or longer time. Through comparison of different perceptions, or memories of perceptions, I conceptualize (I could also say identify, establish the identities of, recognize, postulate, abstract, etc., perhaps also, but not necessarily, naming at the same time) some elements of those perceptions, by recognizing relationships between such elements. The recognized relationships are not necessarily the same ones that another person would recognize; as a matter of fact, they may be invented, e.g. in the development of a hypothesis, of a game, of science fiction, etc. As a consequence of this process, each of my concepts will be related, for me, in those ways that I have established or recognized, to a number of other concepts. I propose to call such an ensemble of variously connected concepts a “concept cloud”.


	My repertoire most likely will include more than one such cloud, and these different clouds may be totally independent of each other (= no concepts in common) or loosely connected (= one or a few distinct concepts appearing in two or more clouds), although similar or identical relationships between different sets of concepts may well be applied within different clouds. Thus clouds would be seen as clusters of interconnected concepts, with very tenuous, or no, intercloud connections.


	I call a cloud rational when there are no contradictions - by the criteria given below (section V) - among all the relationships between concepts within the cloud. Two unlinked or tenuously linked clouds may be inconsistent with each other, even though rational within.


	Most communication between two or more individuals requires naming concepts and relationships, and brings about the establishment of mutually accepted systems of statements. I want to stress that the establishment of a common system of statements among a group of individuals does not necessarily mean that each individual possesses or uses an identical concept cloud: the individuals' clouds may be only approximations to the common statement system, although increased communication and discussion by the individuals involved, with continuing reexamination of their own clouds, may improve the level of approximation to near identity.14 A set of statements that is developed and accepted by two or more individuals as the basis for joint action, and thus matches in some ways their own concept clouds, may be called a “public concept cloud”.15





V  Rationality


An individual who strives (or just happens) to make his initially separate concept clouds consistent with each other, i.e. to fuse them, will enjoy a selective advantage whenever circumstances should call for the use of two or more of his originally separate clouds, and these should have suggested different, incompatible responses, leading to frustration, loss, or inability to act, hence evolutionarily ruinous. Conversely, this selectively advantageous consistency may be used as an operational definition of rationality: a set of constraints applied in mapping and resulting from the developmental processes that affect the psychology of the individual, these being in part the result of evolutionary processes that have molded the biology of the species.16 In practice, such constraints would primarily manifest themselves through concepts of, and indirectly words expressing, relationships: equivalence, difference, more, less, etc. To the extent that such constraints correspond to brain states or structures or pathways that have become genetically determined,17 and are probably common to the majority of the individuals of the species, the corresponding labeling words, as they are learned, might “fall naturally into place” in a practically identical manner for each of us, whenever we happen to share such genetic determinants.


	A philosophical system would strive towards making all non-trivial public concept clouds into one and rational. At a rather uncritical level, a solution already exists in the form of the common dictionary, where all the current words of a language are included and defined, obviously in terms of other included words. It may be said to represent a huge, self-contained, public concept cloud. At the most refined level, science is another such system in the making.


	The accumulated perceptions, knowledge and thinking of any two human adults are obviously different and will affect the effectiveness of communication between them. Although I think, as I stated above, that, if sufficient effort is applied, it is possible continuously to improve the precision of such communication, I doubt that it is possible to show that two individuals share perfect communication, i.e. use words in exactly the same meanings (= corresponding to exactly the same perceptions). High levels of precision of communication obtain among scientists and mathematically trained persons in regard to their areas of specialization. Yet there are historical examples of situations where hopeless misunderstandings long persist between two scientists or groups of scientists trying to interpret the same body of evidence. What is at the root of such situations? An unwillingness, perhaps of emotional origin, to further pursue the process of improvement of precision in communication? A more fundamental, structural incapacity to follow a specific argument?


	To the extent that constraints in mapping are genetically determined or somehow irreversibly fixed in the course of an individual's development, structural limitations in communication between two individuals may well occur. To adduce an extreme example, a man and his dog can interact in very constructive ways (e.g. hunting, policing, etc.). While the dog cannot talk, it does use signals that are recognized by the man as having agreed upon meanings. The semantic limitations of the dog and the anatomical differences are so obvious that they make us accept (perhaps incorrectly?) as inevitable a very low level of precision in communication between the two. That is what I mean by structural limitations. Further, emotional limitations in the communication between two individuals are quite obvious in every day's life, as opposed to scientific intercourse.18





VI  Interpretation and Invention


I (and I presume each of us) possess a large compilation of perceptions (including for example perceptions from dreams), only a fraction of which have been “defined” (by their relationships to other perceptions) and “labeled” (through the use of words). Study and conversation will increase the number of defined and labeled perceptions. Any activity which is not totally repetitive (traveling, meeting and conversing with new acquaintances, having new dreams) will expand one's collection of perceptions.


	I cannot specify more precisely how these brain activities occur, although a neuroscientist might be able to offer a detailed, albeit partial and tentative, picture. My symbolism (upper and lower case letters; see section III) implies a difference between conceptualized perceptions and relationships, although I cannot exclude that the two might simply be different forms of the same basic neurophysiological mechanism. I think it is probable that, at this stage in human evolution, the ability to recognize relationships is more strongly built-in, genetically speaking, than that of defining other types of perceptions. Basic built-in capacities could underlie the recognition of “this is larger than that”, “this is above that”, “this moves faster than that”, etc. They could form the basis for the development of mathematics, as much as they would be essential for the survival of an animal.


	By the same mechanism through which I define and label perceptions, I can invent new concepts (“non-perceived perceptions”). For example, if I see that “this is larger than that”, I can immediately imagine “something like this, but smaller than that”, and so on. New concepts may be more or less closely related to specific, already acquired perceptions. For example, an “elephant without trunk” is an invention closely related to the specific perception of the normal elephant, whereas a “duo” (a set of two things) is independent of which specific perceptions may be paired. Many scientific observations are simply the establishment of a previously unknown relationship between two already well defined perceptions (e.g. I discover that the size of a piece of metal increases with temperature), or the discovery of a new object, or a previously undefined perception. Scientific inventions and inferences may involve the creation of a new concept (something not directly perceived) (e.g. electrons to explain electrical phenomena), to which specific properties are assigned. I can also invent simultaneously several new concepts related in specific ways to one-another. Example: I can invent the game of chess, where imaginary objects (the king, the pawns, etc.) are defined in terms of their relationships (how they move, when they take, etc.) within a fixed defined environment (the board). Also in science, sometimes, I may simultaneously invent two (or more) concepts, having specified relationships (e.g. gene and Mendelian character in formal genetics, mass and force in classical mechanics, antigen and antibody in early immunology) to explain certain phenomena. There are differences, however. In the case of chess the relationship between the new concepts and the actual perceptions is trivial (e.g. the pieces can be of different shapes, of different material, they may simply be symbols written on paper, etc.). Further, a game of chess is not meant to represent or be related to any naturally occurring phenomenon. By contrast, an acceptable scientific hypothesis or theory is expected to strictly correlate with specific sets of perceptions. In other words, it makes sense to “falsify” a scientific theory, not the game of chess. It may happen however that elements of a purely theoretical scheme - like the concept cloud for a game - may be put in one to one correspondence with a set of perceptions from nature: this would be the case of a mathematical formula, developed from purely mathematical premises, that later finds applications in some real world problem.





VII  Restatement of Main Concepts and Perspectives


(a) I assume, like many others, that the human mind is a product of biological evolution. I accept the possibility that, because of the specific selective pressures that shaped the mind, we might not be able at the present stage of biological evolution to “understand” things like time, infinity, subatomic particles, etc. as well as we do things that are commensurate with us (a short length, a stone, or a flower).19


(b) I have no reason to believe that the human mind will be necessarily forever unfathomed, although of course I realize that we are still very far from  a satisfactory understanding. Many philosophers have assigned a special place to the human mind or reason, thus giving origin to a fundamental dualism. As a temporary device (i.e. until the time when we shall know better how the mind works, and will be able to propose a mechanism by which the I is established), I recognize in myself, and attribute to most, if not all, other human beings, a poorly defined partition between the I or self and all the rest.


(c) I see concept formation as a personal, private process, a result of both our genetically determined structures and the interactions with the environment, most importantly the linguistic ones, that we experience in the course of our development.


(d) I tentatively assume that those genetic structures are very similar, or at least equivalent in function, for the large majority of human individuals. I would consider most of the exceptions (i.e. structural differences) as pathologies, in the same way as we use the notion of the typical, normally healthy, human being, and at the same time that of biological misfits, resulting from hereditary defects, abnormal fetal development, etc. This is an area that may be investigated scientifically, however. If it should turn out that there are significantly different genetic structures affecting the mind in different human individuals or subgroups,20 it would of course be taken as empirical support for some sort of relativism. Even in such a case, however, it could not be a free-for-all form of relativism, but rather the recognition of a few, in theory well definable, different working manners of the mind.


(e) I see language as words arranged in certain restricted ways, words being tentatively of two categories: those naming identifiable elements of perceptions, and those expressing relationships (space, time, size, etc., including numbers, and the so-called21 logical constants) between such elements.


(f) Whereas two persons rarely have exactly the same concept in mind when they use the same word,22 the more they use a given word in conversation, especially when constructively doing things together, the closer they would come to a common concept corresponding to the word. In essence, the process consists of continuously redefining the word, whether by ostension (when doing things together) or in terms of its relationship to a variety of other words (when using it in conversing or writing). In this process, the original differences in meaning tend to be gradually eliminated. This is basically the same process through which - in science - people come to accept and share a theory.


(g) A dictionary is a set of words, each defined in terms of other words in the set. Because the number of words in the set is finite, a dictionary is a self-enclosed network of definitions, a logically circular structure,23 of the kind I call “public concept cloud”. Of course, the definitions in a standard dictionary are often imprecise. For most words, the better dictionaries give a number of definitions or examples of use: this is related to the process described under (f) above. In scientific work, this process is carried on to much more refined levels, involving not only very precise and detailed definitions, but also elaborate ostensive processes, which we call scientific facts, reproducible observations or experiments.


(h) I see reason (logic, mathematics) as a set of generally accepted relationships with a high degree of internal consistency, that have had high selective value in our evolution.24 In practice, one generally assumes that these relationships are universal, i.e. that they may be identically used and understood by all persons, or at least, if this is not the case, that they vary from person to person in usage and understanding much less than words of the first category (see point (e), above). I consider the possibility that some of these relationships (better: the structures or brain pathways that underlie them) may have become partially built-in as part of our genetic endowment in the course of evolution (see point (d), above). “Deduction” would then be an application of those generally accepted relationships.


(i) Our tendency uncritically to expect, almost as in a Pavlovian conditioned reflex, that if something happens repeatedly under certain circumstances, it will happen again under the same set of circumstances, is probably another evolutionarily advantageous trait and a necessary part of our learning mechanisms. This is really the simplest form of (enumerative) induction (Peirce's “crude induction”), prior to the elaborations of logicians and mathematicians. More complex inductive processes may amount to proposals of previously unsuspected relationships between two or more objects (percepts, concepts, words). I suspect invention and some aspects of discovery to be operations related to induction.24a


(j) A scientific theory may be described as an internally consistent set of interrelated definitions or statements: in the end, a “public concept cloud”. A theory may be more or less connected with other existing theories. A new theory might be totally disconnected from existing theories: in such a case the theory would be self-contained or circular. I believe that circularity of definitions can be shown historically at the root of some new theories that later developed into new branches of science.25 A new theory may also be incompatible with some other existing theory, and the two may survive together for a time, or one may replace the other. Of course, when several individuals share or accept a theory, each of them assumes having an understanding of the theory that is essentially identical to that of other members of the group. This may not always be the case, however. Differences in understanding may reveal themselves later, upon application or further discussion of the theory, and this may actually lead to new refinements of the theory. A large “public concept cloud” may be thought to correspond to the theoretical content of a Kuhn paradigm, that is, when the latter is stripped of its sociological aspects.26 Public concept clouds may become part of the traditional knowledge of a society: they will be transmitted verbally or in written form to new generations, they may be taught systematically in schools, etc. Yet, as new individuals are encouraged to learn a public concept cloud, they will not necessarily acquire exactly the same perceptions on which the public concept cloud was originally built. Alterations may be introduced into a public concept cloud by slight, perhaps unnoticeable, changes in the meaning of a word.27 So it may happen that over time a public concept cloud gradually deviates from what it was meant to be by its creators.


(k) I have not considered questions of realism, relativism, and truth as discussed in philosophy. Most dedicated scientists are, reasonably enough, disturbed by “postmodern” constructivist claims. While progress in science is not necessarily linear or continuous, still it is far from being a sequence of unconstrained, near-random events, as ladies' fashions might be. From an evolutionary perspective, one could propose that science progresses asymptotically towards the scheme of knowledge that is the most likely to evolve given our environment (planet Earth and the stars) and our genetic endowment. Although these two also evolve, their rates of change (for what concerns us here) may be assumed to be much slower than that of science. It seems still an open question whether science will reach a final, unique equilibrium state, or one of several possible, significantly different final equilibrium states, or perhaps no equilibrium at all.





Notes


1 A few years ago Mr. Thomas Stemshorn led a stimulating Summer Seminar in Philosophy at the Flintridge Preparatory School, near Pasadena. As the only scientist in the group, I often found myself opposing this or that philosophical theory. This paper is a revised version of my contribution to that seminar. My purpose was then to present - post factum - the epistemic framework that seemed to have been underlying my practice as a research scientist. A more serious effort to relate my views to other philosophical thinking made me realize that they would be another, hopefully non trivial variant within evolutionary epistemology (see references in footnote 8). While I have left the text largely in its original innocence, I have added a section (VII  Restatement of Main Concepts), and several footnotes. Recognizing priority and derivation of ideas in philosophy is vastly more difficult and laborious than in science: where I have failed, it was not intentional. I wish to acknowledge the stimulus received from reading Margolis (1987) and to thank several colleagues (mostly scientists): Allan M. Campbell (Stanford), Giulio Giorello (Milan), James F. Harris (Williamsburg), Robin Holliday (Sydney), Albrecht Klein (Marburg), Gianpiero Sironi (Milan), Erich Six (Iowa City), and René Thomas (Brussels), who kindly read and commented on a draft of this paper. Critical comments from other quarters will be most welcome.


2 Kemeny (1959, IX) semiseriously wrote, “No matter how hard the philosopher tries to discover the laws of nature, no philosopher can ever do so for the simple reason that, if he succeeds, people will call him a scientist.”


3 See Sokal and Bricmont (1997) and the countercritique of Beller (1998), or the recent collection of essays on the topic, edited by Labinger and Collins (2001).


3a Much of the presentation to follow is in the first person and is very scarcely argued. This seemed to me the most straightforward way to present a personal view of the world and of science, which may not necessarily be shared by the reader. I hope this will not be interpreted as a form of extreme egotism on my part.


4 As stated by Giere (1988, 16), “Developing a scientific theory of science is a reflexive enterprise in the sense that one is practicing a form of the very kind of activity under study.” See also footnote 25. This Section II represents my attempt to directly enter the reflexivity or circularity typical of epistemology from the most elementary notions.


5 Some sort of distinction of this type has been made by most philosophers through the centuries and variously characterized, from the metaphysical to the psychological. According to Neisser (1997), “looking inward for the self by philosophers and psychologists has been disappointing. The harder they look, the less self they find”. He distinguishes the ecological and the interpersonal self, more as a matter of development than of definition. Both aspects would be covered by my I.


5a Damasio (1999, p.9) suggestively calls it the “movie-in-the-brain”.


6 The common notion of universe would include me, and therefore my I. This is purely a matter of semantics. If we want to define the word “universe” to include me, then the distinction I vs. Non-I, would be expressed as “I vs. universe less I”, where “universe less I” would be equal to what I called “my universe”.


7 In essence, the I vs. Non-I distinction is a formulation of the problem of consciousness. “The first person perspective is the key to self-consciousness” (Baker,1998). Were a future, experimental computer to suddenly, unprogrammedly (i.e. as a result of some randomization process) print out in the I form, one might argue that consciousness would have been reproduced in the laboratory. On the other hand, consciousness models based exclusively on concepts drawn from information theory are likely to fail, unless new components reflecting the role played by emotions in human information processing are introduced. See Damasio (1999).


8 This paragraph essentially summarizes in extremely abbreviated form the modern standard view, shared by the vast majority of biologists and by several modern philosophers, of the evolution of man. My views, as developed in this paper, seem to be largely in line with what is called nowadays “naturalistic epistemology”, “evolutionary epistemology” (EE), or “Darwinian epistemology”. See Giere (1987), Rescher (1977), Ruse (1986), Vollmer (1988), Wuketits (1986), the articles by W. W. Bartley, Donald T. Campbell, Karl Popper and others in Radnitzky and Bartley III (1987); and the more popular writings of Konrad Lorenz (ethology) and E. O. Wilson (sociobiology). I cannot accept the premises on which Putnam's (1983) critique of evolutionary epistemology is grounded.


9 Churchland (1995) is an excellent entry point to the vast literature and the ongoing research effort aiming at an understanding of self-awareness and consciousness. There is as yet no hint of the final outcome. Common anecdotal introspective observations point to the complexity of the I vs. Non-I distinction and of subconscious activities. Sometimes, it happens to me that the thought of a long past experience of place or acquaintances all of a sudden comes to my mind, apparently totally unconnected with what I was doing or thinking at that particular moment. If the source of the uncalled-for thought is part of my I, then my I is structured, and that part of it which seems usually to be in control with respect to all other parts, is not always in that position. In other words, there are initiatives that may originate from different parts of the I without prior reciprocal “consultation”. On the other hand, if the source of the uncalled-for thought is not part of my I, then one has to conclude that there are servo systems within my body that are able to do independent "thinking" and report to the I on their own time and initiative.


10 My approach in this and the following section is incompatible with “objectivist” (as defined by Lakoff 1987, xii-xiii) accounts of cognition, meaning and rationality that are found in much of traditional philosophy, and offers a new perspective over Kuhn's “world constitution” problem, as discussed by Hoyningen-Huene (1990).


11 The aim of this Section III is to exemplify the particular meaning adopted here for perception mapping and its relationship to language. A more comprehensive treatment would consider the types of guidance we receive in this activity, as for example from parent-offspring and teacher-pupil relationships, or its shaping by emotions.


12 See discussion of “universals” and “relations” in Russell (1912). There is no need in the present context to introduce a more elaborate classification of words, or a grammar or syntax, as a linguist would. The essence of the argument would not change.


13 Science, as we know it, typically evolves through the interactions of large numbers of individuals, in space and time. On the other hand, the acquisition of knowledge is not necessarily a social activity. As a thought provoking question, consider the case of the “lone immortal scientist”: if the world were inhabited by a single individual, could he, given unlimited time, develop science?


14 A comparable situation occurs in translation from a language to another. Accomplished translators are well aware of the difficulty of establishing an exact correspondence of meaning between statements in different languages - the starting point of Quine (1960).


15 Whereas a private concept cloud is not necessarily describable in words, a public concept cloud, like a scientific theory or the instructions for a game, must be reducible to a set of elementary statements. A public concept cloud that is somehow recorded or reproduced, i.e. not transient, would be part of Popper 's (1972, chapter 3) World 3 or, to apply a much used but rarely defined word, of “culture”. Since it was recognized that any system of replicable elements would undergo variation and selection (see for example the last paragraph in Sewall Wright's (1950) classical paper), there have been several efforts, the most ambitious being perhaps that of Cavalli-Sforza and Feldman (1973 and 1981), toward interpreting the evolution of cultural traits along reductionistic, Darwinian lines. Recently, Richard Dawkins' (1976) word magic has made these general ideas immensely popular with the introduction of the term “meme”. It would be an impossible task to make such a broad concept analytically useful as the basis of a scientific theory of the evolution of culture. A more promising initial approach would be for a historian of science to try to interpret the evolution of a narrow branch of science using the elementary statements (“tenets”) of the corresponding concept cloud as the basic units in the analysis.


16 This is of course the key thought in evolutionary epistemology (see footnote 8). Already in 1877 C. S. Peirce had written in his The Fixation of Belief (Buchler 1940, 7-8) “Logicality in regard to practical matters...is the most useful quality an animal can possess, and might, therefore, result from the action of natural selection...”. A century later E. O. Wilson made the same point thus “The human mind is a device for survival and reproduction and reason is just one of its various techniques.” (as quoted by Holliday, 1981, p.42).


17 This view is compatible with modern social biology and language psychology; see Seidenberg (1997), Markl (1997), and Maynard-Smith and Szathmáry (1999, chapter 13). It does not necessarily imply an innate structural grammar.


18 How emotions and feelings accompany and affect the learning and reasoning processes is a central problem in psychology. See for example Mandler (1984) and Damasio (1994 and 1999).


19 See for example Delbrück (1978), Stent (1969, 114), O'Hear (1989, 93), and Vollmer's (1988) discussion of “Mesokosmos”.


20 Stich (1990, 72) has also raised this possibility.


21 Kemeny (1958, 18-22).


22 See Hanson (1960).


23 Kemeny (1958, 11). Of course, in time, dictionaries reflect the evolution of language: new words are introduced and others are excluded or classified as archaic.


24 See Margolis (1987) and Dehaene (1997).


24a It is surprising how little attention has been given in epistemology to invention and discovery.


25 Interestingly, Rota (1991) called attention to the “hidden circularity in formal mathematical exposition”. Gerhard Vollmer (in Radnitzky and Bartley III, 1987, 163-200) has discussed various aspects of circularity in epistemology. While waiting for a non-metaphysical solution of the I question, we might as well prepare ourselves to accept the “grand circularity” involving science and epistemology that will most likely ensue.


26 Paradigms were introduced by Kuhn (1970) and extensively discussed over time by him and others. They were meant to include both the scientific assumptions of a group of science practitioners and the behavioral aspects of their practice. When the concept of paradigm is reduced to that of public concept cloud, the incommensurability (“untranslatability”) of two competing paradigms - see Borradori's (1994, 153-167) interview with T. S. Kuhn, and discussions by Harris (1992, chapter 4), and by O'Hear (1989, chapters 4, 5 and 6) - would only be apparent, except perhaps in the presence of structural (see section V), emotional or social constraints. I see no reason why the process of concept/word analysis exemplified in section III should not be successful when systematically applied in a comparison of two contemporaneous competing public concept clouds. Should these differ in a very large number of definitions or statements, however, the process might end up being too laborious to be put into practice, thus giving the appearance of incommensurability. 


27 See Fleck (1979).
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