Exploratory Experiments:

The right experiments, at the right place, at the right time

Experiments do not merely allow scientists to test pre-existing hypotheses.  While hypothesis-testing motivates much scientific activity, exploratory experimentation can be profitable given that the right scientific instruments are available. In this paper I discuss the consequences of high-throughput techniques on experimentation strategies in the biological sciences. Because high-throughput methods like DNA microarrays and proteomics allow scientists to monitor tens of thousands of features rapidly and in parallel, it has become feasible to “go fishing” in the laboratory, conducting experiments about which no predictions can be made because no hypotheses have been constructed. DNA microarray experiments are discussed, and experimental questions commonly posed with high-throughput technologies are contrasted to those investigated with more traditional techniques like the Southern blot.  

1. Introduction


Philosophers have paid close attention in recent years to the details of scientific experimentation (Franklin 1986; Galison 1987; Hacking 1983, 1988a, 1988b; Steinle 1997). They have noticed various roles that experiments play in scientific investigation besides the traditional Popperian one of putting scientific theories to the test. For example, Peter Galison (1987) emphasizes that much of a scientist’s time is spent carrying out experiments whose main purpose is to establish that some piece of experimental apparatus is functioning as desired. Friedrich Steinle (1997) notes that during periods of theoretical turmoil, experimentation can move into an exploratory mode in which scientists are not testing theories. Instead, they are conducting undirected experiments whose results might be used to inspire an entirely new theory or research program.


Despite these helpful emendations to (and at times rejections of) the Popperian picture, large swaths of contemporary experimental activity have been neglected by philosophers interested in experiment. In this paper I’ll argue that modern biological techniques, like DNA microarrays and proteomics, allow scientists to experiment in an exploratory mode even in times of normal science. Exploratory experimentation is feasible, and desirable, as a result of “high throughput”
 data collection and analysis technologies, made available only in the past 10 years. It is interesting to examine how scientific methodology changes as the technologies used in data collection and analysis themselves change. New methods don’t merely allow scientists to measure new kinds of things, but they also change the ways they ask questions and approach experimentation more generally.

2. From Southern Blot to DNA microarray


Technologies discussed here are united by one crucial character: they are all “high-throughput” technologies. This means that they are fast methods of collecting large amounts of data from experiments run in parallel.  


These technologies might not seem to form a natural grouping – they investigate different kinds of objects, using different instruments. Although the nomenclature is still in flux, these technologies are considered to be part of Genomics, and their data analysis a part of Bioinformatics. However, the objects that biologists study under the banner of Genomics are not limited to genes.  While usage varies, genomics includes studies of proteins, metabolic materials, lipids and carbohydrates, and RNA. 


Most high-throughput (HT) methods were developed by using new technologies to apply older experimental methods faster, less arduously, and in parallel
. As an example of such an adaptation, I’ll describe the case of the DNA microarray, and its origin in an older technique called the Southern blot. Proteomic and phenotype macroarray techniques are described in less detail. 

Functional Genomics


DNA microarrays and a related technology called gene chips are used to measure the relative expression of mRNA in a cell or tissue in different environmental conditions, at different times, and in different individuals. Since most mRNA is translated into DNA, being able to measure mRNA can indicate approximate protein levels in the cell. Transcription levels compared between cells in different conditions can provide information about genetic circuits, gene function, and cellular responses to environmental conditions. 


The technology was pioneered in the early 1990’s by a group at Stanford University (Schena et al 1995). Microarrays look like small glass slides. When you fog one up with your breath, you can see that it is covered with a grid of very small dots. Each dot contains hundreds of copies of a segment of coding DNA. High-density microarrays have up to 25,000 different dots, meaning that they can monitor 25,000 genes at once. Many organisms, like yeast with a meager 8,200, don’t even have that many genes.



Each dot on the microarray contains denatured DNA, meaning that the two strands of DNA are unwound and separated. They are produced from a cDNA library that contains segments of all coding genes in an organism. These segments are copied by polymerase chain reaction, a traditional DNA amplification technique. For organisms whose genomes are already sequenced, the spotted DNA is not difficult to produce, and is commercially available. A robot equipped with a modified inkjet printer spots the DNA on the slide at determined locations. Once on the slide it is denatured and bound to the slide.


The simplest kinds of experiment done with a microarray is to compare the mRNA expression profiles of cells in two conditions, usually a ‘control’ and ‘experimental’ (see step 1 in figure 1). The cells are treated in one condition, their mRNA harvested, changed to a more stable form (cDNA), and dyed red. Other cells are treated in a different condition, and have their mRNA converted to green cDNA (steps 2 and 3). The colored cDNAs are solublized, and added together to the microarray. The cDNA spreads over all the dots,  and sequences hybridize to spots that contain complementary DNA (step 4). Since scientists know the sequences of the DNA spotted on the arrays, they can use this to determine the composition of the colored cDNA that has been added to the microarrays. For example, if there is some red cDNA added to the array, and there is a spot with the DNA sequence from the HSP (heat shock protein) gene to which red cDNA binds, the spot will look red and the scientist will think that HSP mRNA is being expressed by the source cells.


 The intensity of the color on a dot is roughly proportional to the amount of cDNA bound there, and therefore to the amount of mRNA of a given sort from the cells from which it was produced. The amount of cDNA from each condition at a particular spot on the array can be determined using a camera and a laser (step 5). Biologists usually care most about the log of the ratio between mRNA produced in two conditions, the red and the green. If the green is the control condition, and the red the experimental, and red:green detected at a given spot is 34.3, this would indicate that in the experimental condition cells expressed 34.3 times as much mRNA from that gene than in the control condition. 

figure 1.


Microarrays can be seen as the functional equivalent of thousands of Southern blots, an older technology which allows biologists to determine whether a particular kind of cDNA is present. To do a Southern blot, biologists collect mRNA from cells and change it to cDNA. It is them separated according to size and charge on a 2D-gel. Biologists then look for a particular kind of mRNA by adding a colored probe that binds to it. If the probe binds to something in the right location on the gel, they know the mRNA of interest was produced in the cell. Microarrays allow for parallel executions of more southern blots than could be done in a lifetime using traditional techniques. 


Some microarray experiments measure expression at numerous time points and examine at how the repression or induction changes over time. With a gene chip of 20,000 spots, monitored at 10 time points, scientists have 200,000 different intensity values to compare. The numbers can get even larger if there are more than two different conditions. Recent experiments can have up to 200 different conditions. With 200 conditions, 10 time points, and 20,000 spots on the gene chip, 4x107 data points are produced. This illustrates the staggering increases in our capacity to collect data with high-throughput techniques.


Proteomic technologies, which enable measurement of quantities and locations of proteins in a cell, have also recently become more efficient. The traditional approaches only allowed scientists to get ‘narrow data’, that is, information about the presence or absence of a particular proteins, and usually only for the very abundant proteins (Molloy and Witzmann 2002). Being able to determine quantities of every protein in a cell, and to pinpoint the locations of these proteins, is a significant technical advance.

RNA interference and phenotype macroarrays


Another HT development is the semi-automated production of organisms of different functional genotypes, as well as environmental conditions of different types. Since the time of T. H. Morgan’s fly-room, biologists have cultivated different strains of organisms, both those discovered and those artificially engineered. This process has become more intense in recent years. In the case of yeast, there are now ‘libraries’ of organisms in which each of the non-essential genes is knocked out, both separately and in combination
.


Phenotype macroarrays in combination with organism engineering is used to determine protein function. In a classic approach to function determination, biologists first make a ‘knock-out’, an organism that lacks a particular gene of interest. Scientists then look for a distinctive phenotype. But the question remained as to what phenotype to look for—you can only measure so much. 


In the genomics approach, there are two levels in which the biologists can make a project higher-throughput. First, rather than knocking out only one gene, they can knock out different combinations of genes very efficiently, or use mRNA complementation to temporarily interfere with production of a particular protein. For complementation studies scientists produce RNA which is complementary to mRNA of interest. Inside the cell, the artificial RNA hybridizes with the endogenous mRNA so that it cannot be translated into protein. Biologists then look for an effect of this interference. But rather than having to guess what the effect of such protein deprivation will be, as in the traditional method, biologists now survey thousands of different conditions, looking for one in which wild-type organisms grow, but the altered organism can’t. Robots spot each strain individually onto agar plates containing growth media and determined which strains grow under which conditions. Phenotypes can also be investigated using the DNA microarrays and proteomics discussed above.

3. Experimental Design: Hypothesis Testing vs. Exploratory Experiment


Biologists claim that the HT technologies described above have substantially changed biological research :

Developments in high-throughput measurement technologies for biological molecules have created a paradigm shift in modern life science research. (Aggarwal and Lee 2003, 175)

The High Throughput Revolution: Life sciences have changed irrevocably. Over the past ten years, we have developed technologies which have allowed us to generate and access massive amounts of data. (Elgar 2002, 4)

Genomic and proteomic approaches provide us with new tools, new types of data, but more importantly, new types of questions that reflect new ways of thinking about the cell. (Campbell and Heyer 2003, 199)


There are a variety of ways biologists think their field has changed
. One common refrain is that their new techniques afford unprecedented quantities of data collection
. From a philosophical point of view, this might seem puzzling. Yes, lots of data is great. But how does this constitute a ‘revolution’ or a ‘new way of thinking’? On the face of it, one would expect claims of this sort to occur only in response to some substantial theoretical development. While some interesting results have come out of the microarray community in the last few years, there is nothing remotely equivalent in theoretical importance to the classic advances in biology (e.g. double helix, natural selection, operons). 


We can make more sense of the biologists’ claims by taking seriously how scientific techniques can change experimental method. Philosophers are familiar with how some instruments have been important in scientific progress. In the case of the microscope and the telescope, instrumentation allowed scientists to explore known objects in more detail as well as entirely new objects (Hacking 1988). That is precisely the way that HT technologies don’t differ in kind from older technologies. Prior to DNA microarrays, biologists had the Southern blot. Prior to proteomics, they had the Western blot. If these new techniques make a difference to experimentation, it must be of a different kind.



The difference I’ll explore here is in the relationship between scientific hypothesis and the direction and purpose of scientific experiment. Although Popper’s position is no longer the default position among philosophers of experimentation, it remains a useful contrast for alternative accounts:

The theoretician puts certain definite questions to the experimenter, and the latter, by his experiments, tries to elicit a decisive answer to these questions, and to no others. All other questions he tries hard to exclude (1959, 89).

[S]tatements of experimental results, are always interpretations of the facts observed; that they are interpretations in the light of theories (1959)


Popper calls this his “theory of experiment”. In it he makes at least three claims about the relationship between hypothesis and experiment. First, there is the question of direction. How does an experimentalist decide which experiments to execute? Response: she decides by asking the theoretician which experiments she should carry out (claim 1). Second, there is the question of purpose. What is an experimenter doing when she carries out experiments? Response: she is testing hypotheses (claim 2). Third, there is the question of interpretation. How are experimental results interpreted? Response: they are interpreted “in the light of theories” (claim 3). How well do these separate claims agree with HT biology? To the extent that they don’t agree, are there any contingent facts about HT biology which explain their inadequacy?

Case study: metabolic control in yeast


In an early paper illustrating the DNA microarray technique (DeRisi et al. 1997), biologists measured the expression of all yeast genes as the yeast stopped eating one substance, and started eating another
. During a 9 hour period, the yeast shifted from glucose metabolism (fermentation) to alcohol and oxygen (respiration). Microarrays with 6,400 yeast genes were used to measure gene expression at 2 hour intervals. As described in Section 2, changes in expression were measured against a control, gene expression from yeast growing on an alcohol-free medium of glucose. 


The authors begin their report by saying that they hoped to obtain information about the “biological role” of genes from their expression patterns. Their general project, they write later, is “to characterize the changes in gene expression that take place during this process for nearly the entire genome, and to investigate the genetic circuitry that regulates and execute this program”(686).


Did they have any particular expectations about gene expression over time, or ‘genetic circuitry’ of the yeast genome? In a limited way, yes. They assume previous research on the topic is correct. There are regulatory mechanisms that allow yeast to produce the appropriate enzymes depending on available energy sources. They comment that the expression profiles they obtained, in cases that overlapped with previous work, were consistent with non-HT studies. However, the scientists indicate that the replication of prior results is evidence that their method is effective, rather than a successful test of a theoretical hypothesis.


The scientists report measuring the expression levels of a large number of genes whose expression had not been measured in those conditions before, and were relatively unexplored: “About half of these differentially expressed genes have no currently recognized function and are not yet named”(680). While they didn’t know much about these genes, they used the data they acquired to place genes in groups containing genes with highly correlated expression profiles over the time-course of the experiment. When a cluster of genes included a gene whose function was already characterized, they conjectured that all genes in that cluster participated in that function: “The responses of these previously uncharacterized genes to the [metabolic] shift therefore provide the first small clue to their possible roles”(681). Here the scientists are most obviously generating hypotheses from the data rather than testing them.


Once the scientists had grouped genes, known and unknown, by their expression profiles, they investigated the regulatory sequences located on the DNA near these grouped genes, asking whether the genes that behaved similarly were regulated by similar sequences (as described in Section 2). If two genes had similar promoters, this would explain why they had similar expression profiles. Again, scientists use the results of their experiment to generate hypotheses, not to test them.


The DeRisi paper is not an isolated example of an idiosyncratic experimental strategy. While there is no time for additional illustration here, many genomics paper take a similar experimental approach (Kim et al. 2001, Stuart et al. 2003, Furlong et al. 2001, Reinke et al. 2004).


The DeRisi 1997 research and other studies like it exhibit a complicated relationship between hypothesis and experiment. All of the ways hypothesis and experiment are related cannot be detailed here. A full investigation would require interviews of the scientists. As a first step, I’ll contrast the experimental procedure presented here with Popper’s “theory of experiment”.  


Popper claimed that one role of a hypothesis is to direct researchers to particular experiments. The theorist asks for experimental results about which her theory/hypothesis makes some prediction. In the case of the microarray experiment, it seems that biologists did not chose this experiment to test a particular hypothesis about gene expression levels in yeast. This is most evident from the fact that they didn’t have hypotheses about how most of the objects they measured would change gene expression in anoxic conditions. In fact, they knew virtually nothing about the function or behavior of most of those objects, information that could allow them to make such predictions. Neither did they seem to be testing claims about some of the more well-characterized genes presented by other biologists, nor about the patterns of expression they would encounter.  


But prior to HT technologies, biologists did spend most of their time hypothesis-testing in a neo-Popperian manner. Biologists themselves say that the experimental strategy has shifted from one of hypothesis-testing to one of exploration because of the high-throughput technologies they have available:

These questions [that biologists are now asking] are not hypothesis driven but rather discovery based. Cell and molecular biology have been powered by hypothesis-driven research for many years, but with the advent of genomic methods such as microarrays, people are asking different types of questions—‘What if we…?’ (Campbell and Heyer 2002, 120)


The way we do experiments has changed. No longer do we necessarily form null hypotheses, design experiments to test them and derive answers to challenge them. In the new, high throughput world, we can perform thousands of experiments at once, provide millions of possible answer and then start asking questions (Elgar 2002, 4)


Analysis and historical case studies corroborate above claims that the biological method has been, at least since the advent of molecular biology, on the whole hypothesis-driven, meaning that scientists experimented to collect data about which existing hypotheses made predictions. But why the difference in strategy? To pinpoint it, first recognize that theoretically-speaking, pre-HT biologists didn’t research in “different worlds”, as Kuhn would say. They had the same type of programmatic concerns: to understand the relationship between molecules of different sorts, the genetic and environmental causes of phenotypes, metabolism, physiology etc. However, if they were to do a traditional experiment, looking for, say, an effect of some environmental condition on cells, or a genetic change on organisms, they would not have phenotype macroarrays available to grow thousands of strains in hundreds of conditions. They would also lack quick methods of eliminating the effects of every gene in a genome in series. As a result, with limited time and resources, they would need to pick experiments that would have some hope of measuring a difference in those few variables they could measure. This would be more likely if one investigated gene expression of a gene that they had some reason to think was part of the regulatory cascade with which they interfered. 


Although philosophers of experimentation, like Ian Hacking (1983), have pointed out various historical examples in which scientists weren’t primarily involved in theory-testing, they only rarely provide a more general analysis that describes those cases in which experimentation can be less restricted by hypothesis. Hacking comments that “the welter of colorful examples makes it hard to produce any tidy formal characterization of experiment”(1988, 508). Perhaps a systematic relationship between breadth of data collected and exploratory experimentation is one small generalization which can be found among the diversity of experimental life.


Although HT and traditional biology differ on whether they require hypothesis-directed experimentation, there are other ways in which the relationship between hypothesis and experiment in the two eras are similar. A well-confirmed background theory was required, as Popper suggests, for the interpretation of data in contemporary biology, HT or otherwise. Only someone with an extensive knowledge of cellular and molecular biology could be convinced that there is some relationship between the red and green spots on a Microarray grid and show something important about a cell’s biology. The whole experimental technique is inundated with biological theory.


Theoretical knowledge also played a role in directing scientists to carry out the type of experiment that they did in the microarray studies. I already claimed that a hypothesis didn’t direct the scientists to do the experiment in those cases. Specific hypotheses about the behavior of particular genes are not required when carrying out microarray experiments. But some theory of broader scope was needed, although it wasn’t up for test. Only someone with a particular background theory, called a ‘principle’ by the biologists quoted below, would be either interested in, or able to interpret, the genomics results:

The reason for such extensive studies in these fields [expression proteomics and functional genomics] lies in the commonly held principle that the biological effects of most chemical exposures, including efficacious and adverse effects of drug administration, reveal themselves in target cells as protein modifications resulting from either altered gene expression or epigenetic mechanisms or both. (Molloy and Witzmann 2002, 31)


The story told here about the relationship between hypothesis and experiment in HT technology is compatible with Thomas Kuhn’s classic discussion of normal science in chapters 3 and 4 of his 1962. There he emphasizes that scientists at most times work within particular research programs, programs in which the primary task is not of attempting empirical falsification, but rather activities like the determination of significant facts, matching facts with theory, and articulation of theory (34).



Studies in functional genomics are most naturally seen as articulations of theory during normal science, articulations which require scientists to measure the quantity, location, and interactions between various biologically significant molecules (molecules that the research program deems important). This indicates that we shouldn’t limit our recognition of exploratory experimentation to times of theoretical crisis. There are times in which exploration can itself take on a rather methodical cast during normal scientific investigations.

5. The Contingency of Exploratory Experimentation


Towards the beginning of the experimentation renaissance in philosophy of science, Ian Hacking asked,  “Why should there be the method of science? There is not just one way to build a house, or even to grow tomatoes. We should not expect something as motley as the growth of knowledge to be strapped to one methodology”(1983, 152).


Surely Hacking was right. There is no monolithic scientific method. However, to say there is no single and universal method doesn’t mean one has to be against method altogether
. Circumstances of certain kinds might still make one experimental strategy most productive, and others less attractive. Characterizing one of these more contingent generalizations was part of the project here.


Exploratory experimentation is that in which scientists do experiments in which they don’t have a particular theory about the effects of their intervention on the values they measure. With reason philosophers (and scientists) have doubted that exploratory experimentation is a good strategy for making systematic progress. However, that reasoning depended on assumptions about the state of science and technology. When experimentation is done with general guidance of a research program, and with the capacity to use HT technology, exploratory experimentation might finally come into its own.

Although I’ve not been able to discuss this here, such a strategy depends both on the ability to collect large amount of data and to analyze it with the help of computer data processing. From such analysis scientists hope to obtain causal models of the functioning of entire organisms. This ability to collect data ad libidum, coupled with the development of computational equipment to analyze it, poses new and interesting questions for the philosophy of science. To the extent experimentation has become more exploratory, one might ask with more urgency how scientists decide which experiments execute. As more scientists depend on automated data analysis programs to find order in their data, one might again have hope for a convincing case study in the logic of discovery. As there is more world-wide standardization of scientific technique and apparatus, one wonders how communal efforts become organized, and how they ought to be organized. There is much self-conscious thinking on these topics by the scientists themselves, but an outside perspective might be helpful as well. 

figure 1.
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� However ugly, this is the established term from the biology literature. 


� Some HT techniques are not simple parallelizations of older technologies. For example, functional MRI can be seen as HT as compared with single-cell electrophysiology, yet fMRI is not equivalent to a million, single-cell recordings. The ease with which fMRI can non-invasively collect high-resolution, dynamic data from many brain areas make exploratory experimentation more feasible than was the case using traditional neuroscience instruments. Unfortunately there will be no time to discuss the parallels between genomic and neuroscience HT techniques here.


� Only about 1,000 of the 8,200 yeast genes are ‘essential’, meaning that they are necessary, given a full complement of other genes, for the organism to live and reproduce in an environment in which all nutrients are provided.


� We shouldn’t assume that biologists are necessarily right about a ‘revolution’ (whatever that would mean) in biology in some interest-neutral way. Scientific rhetoric is often overblown, and must be critically examined. The project here is to understand why these techniques might change scientific practice in some significant way. This seems like a different, but potentially fruitful approach to philosophy of science—to use some of the issues that scientists themselves either find difficult or significant as jumping off point for philosophical questions.  


� In addition to changes in data collection, biologists speak of a recent shift to a ‘systems biology’ approach, which is thought to be more synthetic and less reductionist. What this claim comes to also deserves philosophical attention.


� The article was foundational in the field. It has been cited by hundreds of pier-reviewed articles and by first-generation textbooks.


� I’m not suggesting that Hackings in particular thinks anything goes. It’s only that there perhaps been more emphasis on the multifaceted plurality, and bustling confusion of experimental approaches than on whatever meager generalizations we can make about local experimental methods.
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