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Abstract: One of the indisputable signs of the progress made in organic chemistry over the last two hundred years is the increased ability of chemists to manipulate, control and design chemical reactions.  The technological expertise manifest in contemporary synthetic organic chemistry is, at least in part, due to developments in the theory of organic chemistry. By appealing to a notable chemist’s attempts to articulate and codify the heuristics of synthetic design, this paper investigates how understanding theoretical organic chemistry facilitates progress in synthetic organic chemistry.  The picture that emerges of how the applications of organic chemistry are grounded in its theory is contrasted with both standard and some more contemporary philosophical accounts of the applications of science.

Introduction

Philosophical interest in science derives, in substantial part, from the thought that scientific inquiry is epistemically distinguished.  This epistemic distinction
 has been earned, it is frequently and plausibly assumed, by the outstanding success of science.  In turn, the thought that science is successful has been cashed out in a variety of ways – in terms of knowledge, or understanding, or the ability to provide explanations.  However, much of the force of this idea comes from the seemingly obvious fact that science has enhanced our ability to manipulate, control, and design aspects of the world.  This is to say that the applications of science, in solving real world problems or in facilitating technological development, do a lot of the work in grounding our philosophical interest in scientific inquiry
.  Ironically, though applications fuel philosophical interest in science, they have received relatively little individualized epistemological or methodological attention.  A significant reason for this is that what have passed for standard accounts of scientific explanation, theory structure and/or understanding can be naturally extended into an initially plausible account of the applications of science.  As a result, philosophers drawn to these standard accounts (or their variants) sensibly focused their philosophical attention on these more traditional topics in the philosophy of science, with the hope that an account of applications would fall out via this natural extension.  Not surprisingly, as the philosophy of science has evolved away from the standard understanding of science that enables a straightforward extrapolation into an account of applications, the derivative account of applications has begun to look less satisfactory.  Consequently, there has been a gradual reawakening of interest in epistemological and/or methodological accounts of the application of science and some interesting progress has been made
.

The more recent developments in philosophical accounts of the applications of science can be appreciated by contrasting them with the standard, or derivative, account, which forms the background against which they were developed. This standard account of the application of science is a natural outgrowth of covering-law models of scientific explanation and prediction, and so it is sometimes referred to as the ‘covering-law view of applying science’
.  According to this sort of account, “science produces basic scientific laws that explain and predict natural phenomena, and technology applies those laws in designing technological artifacts by filling them out at specific boundary conditions determined by the properties of a technological artifact” (Boon 2006, 35).  In other words, applying science to solve real world problems or to facilitate the development of technology is formally similar to predicting (and/or explaining) a phenomenon:  in both cases a description of the relevant circumstances is to be derived from the fundamental laws or principles of the theory.  The difference between the cases is in the source of the antecedent conditions that allow the derivation of the application/prediction sentence from the relevant general laws
.  In the case of applications, the problems to be solved, or the constraints on the artifact to be designed, impose the antecedent conditions from which, with the aid of the covering laws, the appropriate descriptions of the application are supposed to be derived.  By contrast, in the case of a prediction –at least when prediction is used to test the theory -- the scientist has some control over the antecedent conditions and can adjust them in order to find conditions under which it is possible to anticipate the consequences of the theory
.  

At the heart of covering-law models of scientific explanation is the thought that explaining a phenomenon involves establishing that it was to be expected.  In deterministic cases at least, establishing such an expectation would require specifying sufficient conditions for the occurrence of the phenomenon; thus all explanations, according to this model, are potentially predictive
. Furthermore, if it is accepted that the development of a scientific understanding of a range of phenomena requires a command of the relevant covering laws and the possibility of explaining some of the phenomena using those laws, then covering-laws theorists appear to have a natural account of why the development of scientific understanding facilitates the application of science.  In virtue of having developed a scientific understanding of a range of phenomena, one would be able to explain some of those phenomena by showing them to have been expected on the basis of the theory (or theories) that cover them.  Because, according to covering-law theorists, explaining a phenomenon requires a command of conditions sufficient to bring it about, understanding a range of phenomena also entails being able to predict some of those phenomena.  Now, if one accepts the formal similarity of prediction and application (that is, the covering-law view of applications), it seems natural to suppose that by being in a position to make such predictions, one could also control and apply the relevant phenomenon.  Thus a covering-law theorist can trace a path from the development of scientific understanding, through the capacity to provide explanations and predictions, to the applications of science.

One way to put pressure on this account of how applications can be grounded in scientific understanding is to consider the implications of the differences, acknowledged by the covering-law theorist, between the source of the antecedent conditions in prediction and application. In generating predictions to test a theory, “we look for new consequences of a theory on those occasions when we can bring about the … conditions needed for the use of a covering law.”  However, when employing the theory for the development of applications, the “conditions are set, and we must discover what the theory predicts under those conditions” (Cartwright, 1974, p.713).  This difference is important because it is often very difficult to identify antecedent conditions from which it is possible to use the theory to make predictions.  The fact that a theory has facilitated some predictions and/or explanations – that some exceptional antecedent conditions have been identified from which it is possible to draw out the implications of the relevant covering laws – should offer no confidence that one would be able to draw out the consequences of the laws when the antecedent conditions are imposed by the problem or application at hand.  In particular, one might worry that the sorts of antecedent conditions imposed by a particular intended application of science would be intractable, either because the mathematical demands of the concrete situation are such that it is impossible to apply the relevant covering law or because the concrete situation involves multiple interacting phenomena which cannot be subsumed under known covering laws simultaneously
.  The upshot is that just because a scientist understands a range of phenomena in the sense that it is possible for him or her to explain and make successful predictions using a theory, this does not establish that, or explain how, the scientist would be able to leverage his or her understanding into the development of scientific applications. 

These sorts of worries are directed at the assumption, implicit in the covering-law account of applications, that an understanding of how it is possible to deduce some predictions from the covering laws of a theory can be straightforwardly extrapolated into an account of how applications are possible.  In fact, as much of the recent work on applications has shown, “applying scientific laws for describing concrete phenomena usually requires idealizations, approximations, simplifications, and ad-hoc extensions” (Boon, 2006, p. 36).  To appreciate how science is applied, then, it is not sufficient to understand how predications used to test a theory can be generated.  Instead, an epistemological or methodological appreciation of applied science presents the additional challenge to “articulate and evaluate techniques for modifying and applying laws” (Cartwright, 1974, p. 716).  In particular, there has been a recent focus on how idealized and approximate models of the sorts of concrete situations considered in applications are constructed, and how those models in turn support the sort of phenomenological laws which allow for predictions in applied contexts, and thereby facilitate applications
.  While this recent work has revealed some of the philosophical potential of careful epistemological and methodological attention to the applications of science in engineering, because of this focus, it has not addressed some interesting cases of the application of science which present different, and perhaps more fundamental, challenges to covering-law accounts.  

Organic chemistry is a discipline in which the fact that one can explain a phenomenon does not imply that one could have predicted it; because of this, explanations in this discipline are not comfortably accommodated by covering-law accounts.  Furthermore, as suggested by the fact that robust, quantitative laws are scarce in the field, theoretical organic chemistry allows for an understanding of the phenomena in its domain without bringing those phenomena under general laws
.  If these observations are correct, then it would also seem unlikely that a covering law view of the applications of science would do a good job explaining how organic chemists are able to employ their scientific understanding in solving applied problems.  In the case of the applications of organic chemistry, however, the problem with the covering law view would not be that it radically underestimates the ingenuity required to craft laws that support predictions in concrete cases.  Instead, the problem is more fundamental: organic chemists do not generally understand phenomena or approach problems –either theoretical or concrete -- by crafting mathematical laws that ‘cover’ the cases of interest. As a consequence, theoretical organic chemistry is not generally predictive, and in those cases when it is predictive, it generally results in qualitative predictions.  Thus, the task of understanding the applications of organic chemistry cannot be assimilated to the problem of understanding the techniques used to “modify and apply” laws so that prediction is possible in concrete cases.   In spite of the fact that theoretical organic chemistry rarely, if ever, can provide laws which facilitate its application to concrete problems, this field has yielded an immense bounty of successful applications.  Evidently, then, a theoretical understanding of science can facilitate the development of applications without bringing those applications under laws at all, and indeed, without generally being able to make predictions about the relevant phenomena. In order to develop an appreciation of how such successful application is possible, I will first characterize a general class of applied problems –total synthesis problems -- for which a theoretical understanding of organic chemistry has proved immensely valuable.  Second, I will employ a well-known heuristic strategy for solving these sorts of applied problems (Corey’s retrosynthetic analysis) as a framework within which to develop a general account of how understanding organic chemistry helps solve these problems.  Next, in order to support this general account, I will describe a particular total synthesis and identify (some of) the places where theoretical organic chemistry helps in synthetic design.  Finally, I will conclude by assessing the broader epistemological and methodological significance of my account of the applications of organic chemistry.

Total Synthesis as Applied Science

A total synthesis problem begins with the structure of an organic molecule.  There is a broad range of different organic molecules that chemists have successfully synthesized.  These include complex naturally occurring compounds such as steroids and vitamins, pharmacologically useful compounds such as sulfa drugs, and theoretically challenging structures that push the limits of current synthetic design technology.  No matter what the source of the molecular structure, or the reasons for attempting a synthesis of it, the goal in designing a total synthesis is to find a way to produce the relevant molecule by employing only the techniques of organic chemistry (and so not using genetically modified microorganisms, for instance).  Typically, the solution to a total synthesis problem will consist of “a sequence of carefully chosen chemical reactions in a fairly rigid order” (Corey, 1969, p. 179).  In each of the steps of the sequence, reaction conditions are to be carefully specified and the reactants should be either readily available chemicals or the product of an earlier step.  Furthermore, each chemical reaction should result in a practical yield of the structurally specific desired product(s), thereby supplying sufficient reactant for subsequent steps.  A successful solution to a total synthesis problem is therefore a lot like a complex, multi-stepped cooking recipe: it provides a list of ingredients and a detailed set of instructions that would allow other chemists to synthesize the compound of interest.  Frequently, there are multiple solutions to a total synthesis problem, though these solutions may differ in their practical or economic plausibility, or in their aesthetic appeal.

Before any work is done in the laboratory trying to synthesize a given molecule, a chemist working on a total synthesis problem will typically have worked out a synthetic strategy or plan detailing the sequence of steps that he or she hopes will result in the appropriate synthetic target.  Though “the time, effort, and expense required to reduce a synthetic plan to practice are generally greater than are needed for the conception of the plan,” the development of theoretically plausible plans by careful analysis of potential synthetic strategies has “produce[d] superlative returns” (Corey, 1989, p. 2).  In the design of a synthetic plan, a chemist can potentially employ any of the vast array of chemical reaction types that organic chemists have succeeded in characterizing.  These reactions are typically characterized in term of the structural features of both the reactants and products involved in the transformation.  For example, a Diels-Alder reaction takes an alkene (or molecule with a double bond between carbon atoms) and a conjugated diene (or a molecule with two adjacent double bonds between carbon atoms) to a six-membered ring contained one double bond (see Figure 1). Using a Diels-Alder reaction in a synthetic plan would allow for the generation of a cyclohexene ring that was not in either of the reactants
. By stringing together a series of these structurally characterized transformations, the hope is to generate a sequence that begins with readily available chemicals, proceeds through structurally specific steps that are likely to have high yields of the desired products, and ends with the synthetic target molecule.  Once a plausible plan is in place, “the chemist must choose the chemical reagents and reactions [and reactions conditions] for the individual steps and then execute, analyze and optimize the appropriate experiments” (Corey, 1989, p.2).  While this execution phase may require substantial chemical knowledge, perseverance, and laboratory skill, it is the design of the synthetic plan that is most obviously aided by an understanding of theoretical organic chemistry.  As a result, in trying to articulate how an understanding of the theory of organic chemistry helps to facilitate the solution of total synthesis problems, I will focus on its role in aiding the design of synthetic plans.

The design of a synthetic plan is a technological problem in the sense that the potential solutions consist of courses of action, rather than, say, low-level phenomenological laws that describe a class of phenomena.  The goal is to sketch a rule or policy, consisting of a sequence of structurally characterized chemical reactions, which will reliably produce the target molecule
. Insofar as settling upon a synthetic plan is facilitated by an understanding of organic chemistry, synthetic design is a technological problem that can be addressed scientifically – that is, it is an applied science problem.  However, there are no laws that might allow the synthetic organic chemist to derive a description of an appropriate course of action.  Laws of kinetics, thermodynamics, or even quantum mechanics, might be used in evaluating the plausibility of some particular step(s) in a proposed plan, but they would not be useful in coming up with a proposed sequence of reactions in the first place.  This reinforces, in the particular case of synthetic design, the suspicion that the covering law account is unlikely shed much light on this sort of application and leaves open the question, therefore, of how the design of a synthetic plan is grounded in an understanding of organic chemistry.

A substantial part of the answer is obvious: in order to put together a series of reactions leading to a target molecule, one has to be able to propose and identify both potential starting compounds and some sequence of structurally characterized chemical reactions which might result in the target.  In addition to knowledge of a range of alternatives from which the starting compounds and reactions are to be selected, these capacities also require the ability to produce and interpret structural formulas and chemical reactions.  These skills and this essential background knowledge, which for simplicity’s sake I will refer to as a mastery of structural organic chemistry, constitutes the minimum tool kit with which any synthetic design problem must be approached. Structural organic chemistry originated in the 19th century with the development of structural formulas, the characterization of functional groups, and the cataloging of reactions types. Together these developments made synthetic design first possible.  Using just the resources of structural organic chemistry, it is possible to propose and implement simple synthetic plans, and indeed the first total synthesis of complex organic molecules were carried out soon after the development of structural organic chemistry in the second half of the 19th century.  In contrast with the elaborate multi-step synthesis possible today, however, these early syntheses required “very little planning” (Corey, 1989, p.3) and typically proceeded by identifying a starting material closely related to the target molecule and then making a few functional group modifications.  From a catalog of possible starting materials and reactions, it was presumably possible to select “the reactions required for attachment or modification of substituent groups” and thus to develop the synthesis using little more than “thinking by analogy” (Corey, 1989, p.3).  Thus, insofar as the elaborate design and detailed planning of contemporary synthetic organic chemistry is an application of science, it must be grounded in an understanding of organic chemistry that goes beyond the mastery of structural organic chemistry, which facilitated the early development of organic synthesis.

E.J. Corey, who won the Nobel Prize in 1990 for the “development of the theory and methodology of organic synthesis” attributes the drastic increase in the sophistication of  organic synthesis
 over the last century to two sorts of factors. On one hand, there have been technical innovations, such as more specific and powerful chemical reactions as well as new methods for structure identification and separation, which have both expanded synthetic possibilities and made them easier to implement. Additionally, and more to the point of this paper, there have been significant theoretical developments that have greatly aided synthetic design.  Foremost among these theoretical developments were the elucidation of reaction mechanisms and the analysis of the structural factors influencing reactivity.  As a result of these theoretical innovations, Corey claims:

“It was easier to think about and evaluate each step in a projected synthesis, since so much had been learned with regard to reactive intermediates, reactions mechanisms, steric and electronic effects on reactivity, and stereoelectronic and conformational effects in determining products … It was simpler to ascertain the cause of difficulty in a failed experiment and to implement corrections.  It was easier to find appropriate selective reagents or reaction conditions.”



(Corey, 1989, p. 4)

The net result of these innovations, theoretical and technological, was that “for the first time the idea could be entertained that no stable [organic compound] was beyond the possibility of synthesis in the not too distant future” (Corey, 1989, p. 4).  Corey’s analysis suggests that the mechanistic approach to chemical reactions, and the explanation of reactivity in term of structural features that goes with it (which I will refer to hereafter as theoretical organic chemistry), is the source of the understanding, over and above structural organic chemistry, that facilitates contemporary synthetic design.  If this is right, then a description of the process of developing a synthetic plan should contain steps or aspects where the sort of understanding that is provided by theoretical organic chemistry can be seen to be useful, if not essential.  Fortunately, not only has there been recent philosophical work that characterizes the understanding manifest in the explanations of theoretical organic chemistry, but also one of Corey’s great contributions to synthetic organic chemistry has been the development of a heuristic strategy for designing synthetic plans. By examining what needs to be understood in order to enact this strategy, it should be possible to add some detail to Corey’s suggestion that understanding theoretical organic chemistry facilitates synthetic design, and thus to explain the sense in which synthetic design is an applied science.

Understanding Organic Chemistry 

Before attempting to describe the ways that an understanding of theoretical organic chemistry contributes to synthetic design, it will be useful to develop a general sense of what this understanding amounts to and the extent to which it allows for the explanation and prediction of the phenomena of organic chemistry.  As I have argued in previous work (Goodwin, 2007), the scientific understanding provided by theoretical organic chemistry shows up in the unified approach to explanation that it facilitates
. What unifies the explanations provided in theoretical organic chemistry is not an economy of either laws or argument types, but rather the use of a small set of robustly applicable concepts that allow one to convert the structural features of organic molecules or intermediates into qualitative energy differences.  These concepts can be used to generate structural accounts of the relative energy differences that are at the heart of most explanations in organic chemistry.  Along with knowledge of the mechanisms of synthetically useful reactions, it is a mastery of these concepts that is most useful to the chemist in developing a synthetic plan.  To appreciate why this is so, it is worth sketching how both mechanisms and these structural concepts contribute to the explanations of organic chemistry.

Explanations in organic chemistry can, for the most part, be reconstructed as answers to contrastive “why” questions about chemical transformations
.   So, for example, an explanation of the product distribution of a particular reaction can be thought of as an answer to a question of the following form: Why do reactions of type A have products B, C, etc. rather than products E, F, etc.?  At the most basic level, answers to questions like these are provided by (qualitatively) comparing the potential energy diagrams of the reaction (or potential reactions) mentioned in the relevant why question.  These potential energy diagrams plot the potential energy of intermediate structures versus a measure of progress through the mechanism of the reaction.  Which parts of these potential energy diagrams need to be compared in order to answer the particular why question is determined by the background theoretical model –derived from thermodynamics and transition state theory – that underwrites the way that organic chemists think about chemical transformations.  So, for instance, in answering a contrastive why question about a product distribution, one would typically (in a reaction under kinetic control) compare the transition states, or highest energy points, in the potential energy diagrams of the reactions leading to the various possible product distributions.  In order for an explanation of this sort to be informative, however, the relative energy differences that allow for a direct answer to the contrastive why questions must themselves be grounded in the structures of the intermediates (or reactants or products) being compared. In other words, it would not be enough to claim that the transition state leading to one product is lower in energy than the transition state leading to another.  Additionally, one would have to provide an account, rooted in the structures of the two transition states, of why this is so. It is in providing structural accounts of the energy differences between various chemical structures that the robustly applicable concepts allowing the conversion of structural features into energy differences come into play. For example, one might account for the difference in energy between two potential transition states by invoking the ‘steric effect’ applicable in virtue of bulky groups which block access to the reaction site in one of the transition states thereby resulting in its having higher potential energy.  Additionally, it is because good explanations in organic chemistry require these structural accounts that it is normally necessary to know something about the mechanism of a transformation (or class of transformations) in order to explain very much about it.  A mechanism is an idealized description of how the reactants in a transformation are converted into the products.  Such descriptions usually consist of a sequence of intermediate structures that displays the movement of both electrons (via the making and breaking of chemical bonds) and nuclei during the transformation.  Mechanisms are normally necessary because it is most often structures intermediate between the reactants and products that must be compared in order to answer the sorts of contrastive why questions that interest organic chemists; and it precisely a characterization of the structure of these intermediates that a mechanism provides.  Together, then, knowledge of the mechanisms of chemical transformations along with the ability to provide structurally grounded accounts of energy differences are sufficient to allow for most of the sorts of explanations provided by theoretical organic chemistry.  

Theoretical organic chemistry provides a unified, scientific understanding of the phenomena of organic chemistry because there is such a broad range of characteristics of organic transformations that can be explained by invoking only a small set of concepts linking structure and energy.  These concepts are learned and established in the context of transformations in which only one such structural feature is important; however, they can be employed thereafter in predicting or explaining more complicated cases by composing the effects of the structural feature with those of other features relevant in the particular case.  In complex cases, however, the energetic impacts of the relevant structural features are often in competition, that is, some indicate an increase in the relative energy of interest, while others indicate a decrease.  Under such circumstances, it is often not possible to predict which structural feature(s) will predominate and thus how the particular characteristic of the transformation of interest will turn out.  On the other hand, once one knows how it turns out, it is still possible to identify the structural feature(s) that must have predominated, and are therefore responsible for the characteristic of interest.  This compositional strategy for providing structural accounts of relevant energy differences results, therefore, in an asymmetry between prediction and explanation in organic chemistry.  Predictions are generally possible only when the structural features that influence a particular relative energy have the same directional impact (and even then, predictions are typically qualitative); otherwise, there are confounding factors, which depending on their quantitative impact (which in some cases can be estimated), could result in qualitatively different relative energy differences.  Explanations are more easily had; they simply require the identification of the structural features that are important to the relative energy difference of interest, along with an indication of which of these features predominate.  This asymmetry has the consequence that it is possible to understand all the structural features that are relevant to a type of chemical reaction, and therefore to provide structural accounts of any relative energy differences appealed to in explanations of characteristics of that reaction, without being able to predict, in novel cases, important qualitative facts (such as product distribution, or relative rate) about the reaction.  The question to be addressed in considering synthetic design will therefore be, how can an understanding of organic chemistry that does not even allow, in the general case, for prediction of the important features of chemical reactions help in choosing a sequence of reactions for the synthesis of a target molecule?

The Heuristics of Synthetic Design

In order to focus the question of how understanding theoretical organic chemistry helps in synthetic design, it is helpful to use a framework for approaching synthetic design problems that has been developed by Corey.  Corey’s approach to synthetic design depends on what he calls retrosynthetic analysis
.  In retrosynthetic analysis, the goal is to produce an array of possible synthetic pathways by iteratively working backwards from the synthetic target towards possible starting materials.  From among these possible pathways, the more plausible can then be chosen and compared by working forward (in the synthetic direction) from the proposed starting materials to the target molecule
. The most promising of this lot can in turn be worked up into a full-fledged synthetic plan to be tested and developed in the laboratory. The first step in coming up with the array of possible pathways with which this process begins is to generate a list of chemical structures that could potentially be converted into the synthetic target structure by one of the known, structurally characterized organic reactions.  Frequently, by varying the starting material, there are multiple potential ways to generate the target molecule using the same type of chemical reaction (e.g. there are multiple ways to get the same cyclohexene that start with different reactants in a Diels-Alder reaction).  Each of the possible synthetic precursors of the target molecule generated by this first step can then be subject to the same precursor generating process, resulting in --for each of the members of the original list-- a list of possible precursors for that structure.  If this process is iterated, the result is a tree of possible synthetic precursors of the target molecule where each branch, or path from the target molecule, describes (in reverse) a series of chemical reactions that could result in the target molecule.  If branches are terminated when they reach an acceptable starting material (such as one that is commercially available), then each terminating branch of the tree will represent a potential synthetic pathway. Because there are so many structurally characterized organic reactions and often so many ways of arriving at a particular product using any one of these reactions, the list of possible precursors for any given structure can be very long.  Additionally, for complicated molecules, it can often take many iterations to reach any acceptable starting materials, and so the complete retrosynthetic trees for such molecules are typically extremely complex. Because of this complexity, any practical attempt to implement Corey’s approach to synthetic design must find ways to limit the number of branches in the retrosynthetic tree that are considered as candidates for development into the final synthetic plan. As a result, “strategies for control and guidance in retrosynthetic analysis are of the utmost importance” (Corey, 1989, p. 6).  Furthermore, once an array of possible pathways has been generated by retrosynthetic analysis, these possibilities are further culled by working through them in the synthetic direction.  Ultimately, only one possible synthetic pathway (or perhaps a closely related collection) goes to the lab for an attempted implementation. Indeed, one way to conceive of the process of synthetic design is as the process of progressively pruning the complete retrosynthetic tree until only one branch remains.

One natural way to limit the branching in the retrosynthetic tree is to focus on precursor structures that are simpler in some way than the target structure.  Since most acceptable starting materials are simple relative to the targets that the chemist hopes to synthesize from them, it is a sensible policy to eliminate branches of the retrosynthetic tree whose structures are not progressively reducing in complexity
. In order to employ this sort of branching control, it is necessary to have some way of gauging the synthetic complexity of a chemical structure. Synthetic complexity is the result of the structural characteristics of a molecule that make its synthesis “difficult to plan and execute” (Corey, 1989, p.2).  Corey asserts: “Molecular size, element and functional-group content, cyclic connectivity, stereocenter content, chemical reactivity, and structural instability all contribute to molecular complexity in the synthetic sense” (Corey, 1989, p. 2).  While to a certain extent this list just reflects the collective experience of synthetic organic chemists as to what features of a structure make it hard to synthesize, there are also theoretical reasons for identifying some of these features as sources of complexity. For example, the more functional groups that a structure has, the more likely it is that one of those functional groups will interfere with an attempt to apply a standard chemical reaction to modify a structure in a predictable way. Similarly, the more structurally unstable a molecule is, the more likely an attempted chemical modification of it will result in a range of possible products.  Not only are reagents often capable of reacting at multiple sites in a complex molecule, but also structural complexity can alter the chemical environment in a way that interferes with the mechanism of a desired reaction so that it will no longer produce the desired product to the anticipated extent. By understanding the general features of the mechanisms of synthetically useful reactions, as well as the sorts of structural features that influence the energies of intermediates in these mechanisms, it is often possible to both anticipate which particular structural characteristics of a synthetic target will be the source of difficulties in synthetic design and to adjust the search for a synthetic plan accordingly.  The development of possible synthetic plans (and thus the pruning of the retrosynthetic tree) can, and typically should, be adjusted to reflect the most glaring sources of synthetic complexity in the target molecule.  The appropriate adjustments to retrosynthetic tree development depend on the sources of complexity in the target molecule, but typically they include focusing on particular types of chemical reactions (those that eliminate, retrosynthetically, the source of the complexity) and being alert to specific sorts of complications (those that typically do, or theoretically could, result from the appropriate source of complexity).  In Corey’s model of synthetic design, therefore, the first stage in the progressive pruning of the retrosynthetic tree is strategic, guided by the chemists’ assessment of the sources of complexity in the target molecule.  These assessments are themselves grounded not only in the collective experience of synthetic chemists, but also in their theoretical understanding of the ways that chemical transformations occur and the structural features that can modify the progress of a molecule through a chemical reaction.

Another important way of pruning the retrosynthetic tree is through initial assessments of the plausibility of proposed synthetic sequences.  These assessments can take place at both the level of the individual proposed synthetic steps, as well as at the level of sequences of such steps. Most synthetically useful chemical reactions are characterized in terms of the necessary structural features of the reactants.  For example, the Diels-Alder reaction takes place between an alkene and a conjugated diene (see Figure 1).  However, not all reactants that fit these structural descriptions will actually undergo the reaction to a synthetically useful extent.  Typically there are structural features that, if present in one of the reactants, will influence the synthetic usefulness of the reaction by altering the extent to which the reaction occurs.  In the case of the Diels-Alder reaction, for instance, the presence of an electron-withdrawing group in the alkene will promote the reaction, while the presence of such a group in the diene will inhibit the reaction (see Vollhardt, 1994, p.518).  Similarly, there are frequently structural features whose presence in one of the reactants will open up the possibility of competing reactions that would limit the synthetic usefulness of the reaction by reducing the effective product yield.  So, for a simple example, a Diels-Alder reaction between a conjugated diene and an alkene with multiple double bonds could be expected to result in a mixture of different cyclohexenes each resulting from the reaction between the diene and one of the different double bonds in the alkene.  Using his or her knowledge of what structural features influence the effectiveness of a particular reaction, the chemist can prune a retrosynthetic tree by terminating branches that propose to employ a reaction in the presence of either significant inhibiting structural features or features that would result in a proliferation of possible products.   Because of the complexity of the molecules involved, however, there will frequently be multiple structural features relevant to the plausibility of a reaction and these features may work in opposite directions, some promoting and some inhibiting the effectiveness of the proposed reaction.  In complicated cases, it may not be possible to predict what the distribution of products would be, or whether the proposed reaction would go through – these things will ultimately depend on the precise quantitative impact of the various structural factors in the particular chemical environment. Still it may be possible to use information about promoting and inhibiting structural features to choose between possible synthetic sequences.  A proposed synthetic sequence that contains only one or two reactions where there are structural features working against the effectiveness of the reaction would, all else being equal, be preferable to a proposed sequence containing multiple complicated reactions.   Similarly, a sequence where many of the reactions take place in the presence of promoting structural features would, all else being equal, be preferable to a sequence that did not have such promoting features.  In this way, even without being able to predict the outcomes of chemical reactions in particular cases, a chemists’ understanding of the mechanisms of synthetically useful reactions and the impact of structural features on the energy of the relevant intermediates can ground a heuristically well-motivated pruning of the retrosynthetic tree
.

Once strategic decisions and initial plausibility assessments have reduced the number of candidate synthetic routes to a manageable number, the remaining candidates are critically analyzed “in the synthetic direction in detail in order to estimate the potential success and efficiency of each step” (Corey, 1989, p. 78).  The assessment of the relative merits of these remaining possible pathways goes hand in hand with the process of optimizing them; that is, it is only after attempting to optimize the candidates that their ultimate plausibility can be assessed. Optimization takes place along at least two different, but related, dimensions.  First, control steps are added to the synthetic sequence in order eliminate complicating factors revealed by the careful evaluation of the plausibility of each of the synthetic steps.  Second, the precise ordering of the reactions in the proposed synthesis, including the new additions, must be worked out. There are two basic types of control steps commonly added to synthetic pathways: protective steps and activative steps.  Both of these types of control are designed to remove, or minimize the influence of, certain structural features that undermine the efficiency of a proposed reaction.  Protective groups are meant to react with functional groups other than the intended site of a reaction in order to insure that they do not interfere with the successful progress of the proposed reaction.  They are added before the proposed reactions, which can then be run without the influence of the interfering functional group, and then removed afterwards.  For example, in a complex molecule containing an electrophilic reaction site as well as an additional carbonyl group, if you try to run a nucleophilic substitution reaction, you will get a mix of products because both the carbonyl group and the reaction site are subject to attack.  The solution is often to protect the carbonyl group by reacting it with a diol.  The resulting acetal or ketal is not subject to nucleophilic attack and so the original reaction can be run without the interfering presence of an alternative site for nucleophilic attack.  After the substitution reaction is run, the acetal or ketal can be converted back into the original carbonyl group (Figure 4 contains a instance of this strategy, which will be described in more detail later).  Activating groups work in a similar way, only they are designed to influence the product distribution of the proposed reaction.  By adding an activating group you can shift the product distribution towards a preferred product by lowering the activation energy for the transition to the preferred product relative to the other possible products.  Just as with protecting groups, the activating group can be removed once the original reaction is complete. In a molecule with multiple possible leaving groups, for example, you can influence which of those groups is likely to leave in an elimination reaction by replacing the desired leaving group with a tosylate ion.  The tosylate ion is an especially good leaving group and so it is likely to leave under much milder elimination conditions than other leaving groups.  That is to say that the activation energy for elimination of tosylate is enough lower than that of the other potential leaving group so that reaction conditions can be found where there is a strong preference for tosylate elimination and the controlled variant of the original reaction becomes synthetically feasible, while the original reaction may not have been (Figure 4 also contains a instance of this strategy, which will be described in more detail later).  The last aspect of optimization is ordering.  The precise ordering of the steps in a synthetic plan can affect, “the efficiency of individual reactions, the need for protective groups or activative groups, stereoselectivity, and interference by reactive functionality” (Corey, 1989, pg. 78) and so this ordering must be worked out in conjunction with other efforts to optimize the synthetic plan. Ultimately, the ordering that allows for the most plausibly effective sequence of reactions, which typically means the sequence that minimizes control steps, will go to the lab for experimental implementation.  Further experimental refinement of both control steps and the order of the synthetic sequence is to be anticipated because, “the precise information necessary for the complete and unambiguous evaluation of each step in a possible synthesis is hardly ever possible” (Corey, 1989, p. 79).  Before reflecting on the implications of this account of synthetic design for our philosophical understanding of the applications of science more generally, it will be useful to consider an concrete example of total synthesis and the role theoretical chemistry in settling upon an synthetic plan.

An Example: Longifolene

Longifolene is a natural component of turpentine that was first synthesized in the early 1960’s (see Corey, et al, 1962).  It has subsequently been synthesized in a variety of ways (see Corey, 1989, p. 82, for references), but I will discuss Corey’s original synthesis both because it is relatively simple and because Corey has carefully described the reasoning that went into the development of his synthetic plan
. A quick inspection of Longifolene (see Figure 2) reveals that it consists of a complex set of interconnected rings, without many other functional groups (in fact, it contains only carbon and hydrogen).  Additionally, there are several stereocenters, or carbons where the three dimensional arrangement of bonds is important, in the molecule.  Taken together, these observations indicate that the intricate carbon-carbon connectivity and, to a lesser extent, the stereochemistry are what will present the most difficulties in the synthesis of longifolene.  Strategically, then, it is prudent to seek out synthetic pathways that retrosynthetically reduce both the intricacy of the ring structure and the number of stereocenters.

Corey has described detailed heuristic strategies for dealing with both of the sorts of complexity that are evident in longifolene.  For bridged polycyclic structures like longifolene, significant topological simplification can often be achieved by retrosynthetically breaking just one bond.  The identification and evaluation of these possible strategic disconnections is at the heart of Corey’s strategy for retrosynthetic control with this sort of topological complexity.  In order to identify bonds whose retrosynthetic elimination will result in a strategic disconnection, Corey has written out a series of rules (or necessary conditions) for evaluating potentially strategic bonds.  These rules, Corey claims, “depend upon a combination of chemical and topological considerations” (Corey et. al., 1975, p. 6117).  For example, one of the rules is that “core bonds”, or bonds common to a pair of bridged or fused primary rings
, are not strategic because their retrosynthetic disconnection would yield a precursor structure with a ring containing eight or more members.  Large rings are hard to synthesize effectively because there are few (if any) chemical reactions that selectively lead to large rings and more general ring forming reactions proceed by mechanisms prone to product proliferation when used to make large rings.  For these and similar reasons, in most cases it is strategically prudent to focus on possible synthetic pathways that break bonds which satisfy Corey’s rules.   In the case of longifolene, the application of Corey’s rules identifies three bonds that are candidates for strategic disconnection.  There are a variety of considerations (including purely pragmatic ones) that go into choice of which of these bonds to disconnect, but for our purposes it will be useful to focus on the stereochemical considerations, since this will allow us to characterize some of Corey’s strategies for dealing with this sort of complexity as well.

There are many different techniques available for controlling the stereochemisty of the products of chemical reactions.  Broadly speaking, these techniques depend either on controlling the stereochemistry of the reactants from which a stereocenter is formed, or on the details of the mechanism of the reaction that results in the stereocenter.  From the point of view of synthetic strategy, it is generally advantageous to pursue potential pathways that retrosynthetically lead to an elimination of stereocenters.  However, care must be taken that the synthetic steps corresponding to the retrosynthetic elimination of a stereocenter are stereocontrolled; else the step is unlikely to be synthetically effective. As a result, “synthetic planning depends on the ability to estimate levels of stereocontrol” (Corey et. al, 1989. P.51). Corey refers to those stereocenters which can be eliminated a by a stereocontrolled retrosynthetic step as “clearable stereocenters.”  In Corey’s approach, both the assessment of stereochemical synthetic complexity and the appropriate strategies for retrosynthetic control depend on gauging the number of clearable stereocenters in a target molecule.  Corresponding to the basic techniques of stereocontrol, “whether a stereocenter is clearable or non-clearable ultimately is a function of both the range of transformations available in the arsenal of synthesis … and the structural factors in a target and its synthetic precursor” (Corey, 1989, p. 53).  Consequently, stereochemical strategy depends upon the chemist’s detailed assessment of the clearability of stereocenters, which in turn depends on his or her understanding of the mechanistic and structural factors that influence the stereoselectivity of chemical reactions
. In the case of longifolene, there are three stereocenters that could potentially be eliminated by the disconnection of one of the topologically strategic bonds.  The disconnection of one of these bonds will lead to the elimination of two clearable stereocenters (steric factors ensure the clearability of the stereocenters), while either of the other bonds would only eliminate one clearable stereocenter.  The upshot is that there are good strategic reasons to focus on retrosynthetic pathways that disconnect one particular bond in longifolene.  Disconnecting this bond will not only lead to topological simplification, because it is a strategic bond, but it will also lead to maximal stereochemical simplification, because its removal results in the clearance of two stereocenters.

Once a particular bond has been targeted for retrosynthetic disconnection, the various ways of synthesizing a bond of this sort have to be considered and compared.  In this case, none of the possible precursors of the sort of bridge forming reaction needed to retrosynthetically disconnect the strategically targeted bond would yield the target molecule directly.  Instead, substantial functional group modifications have to be made in order to facilitate a reaction that results in a molecule with a carbon skeleton like longifolene.  Of the possible precursors, the ones (there are several closely related options) required for the use of an internal Michael addition reaction are quite similar to a commercially available compound called the Wieland-Miescher ketone.  This provides a pragmatic reason to focus on this particular way of retrosynthetically disconnecting the strategic bond.  At this point, the overall strategy of the synthesis begins to take shape: first a way must be found to modify the Wieland-Miescher ketone into a precursor for the proposed Michael addition reaction, then – assuming the bridge forming reaction is effective -- the product of this addition reaction must have its remaining functional groups removed or converted into the functional groups found in longifolene.  Within this broad framework, there are many specific options.  For instance, the Wieland-Miescher ketone contains 11 carbon atoms, while longifolene contains 15 carbon atoms; this means that four new carbon atoms must be introduced during the course of the synthesis.  Because the ring structure of longifolene includes only 11 carbons, however, there is a certain amount of flexibility as to whether the additional carbons are added before or after the bridge forming Michael addition that creates the longifolene ring structure.  In order to give a sense of the role of plausibility assessments in the design of the synthesis of longifolene, I will briefly describe how it was decided that it would be better to run the Michael addition reaction with a precursor having thirteen carbons in it rather than twelve.

The relative plausibility assessment being considered is meant to decide between two possible precursors for the Michael addition reaction, which is the key step in the proposed strategy for synthesizing longifolene.  The only difference between the potential precursors is that one has an additional methyl group attached to the carbon adjacent to the carbonyl group in the cycloheptone ring (see Figure 3).  This decision impacts both of the other parts of the synthesis because the less carbons that are added before the bridge forming reaction, the more that must be added after, and vica-versa.  Ultimately, the decision was made to go with the thirteen-carbon precursor because it offered “the possibility of controlling the subsequent methylation…so that the desired gem-dimethyl structure is produced” (Corey et. al., 1964, p. 479).  What this means is that by including the extra methyl group in the precursor, the product of this addition would include a structural feature that acts as an activator in subsequent functional group modifying reactions.  Corey reaches this conclusion because he knows that the mechanism of the reactions that allow for adding a methyl group next to a ketone (which is one of the required functional group modifications) proceed through an enolate ion.  In cases where multiple enolate ions, and therefore multiple products, are possible, the dominant product will be formed from the most stable enolate ion.   Since the proposed additional methyl group stabilizes the enolate ion leading to the desired product, its presence should push the methylation reaction towards the desired product. Thus using his knowledge of the mechanisms of synthetically useful reactions as well as his understanding of the impact of relevant structural features on the energetic of these transitions, Corey is able to make theoretically grounded choices about the relative initial plausibility of potential synthetic pathways. 

Even after the structures required for the Michael addition reaction have been settled on, there is still a significant amount of work required to develop the sequences of functional group transformations leading both to and from the cyclization reaction.  In order to illustrate some of the reasoning that goes on in synthetic optimization, I will consider the control steps that are used in the synthetic sequence that generates the reactants in the Michael cyclization from the Wieland-Miescher ketone (see Figure 4).  This sequence includes the use of both protecting and activating groups and so it illustrates both of the principle types of synthetic control.  The two basic things that need to be done to the Wieland-Miescher ketone in order to transform it into the precursor for the Michael addition are, first, the addition of two carbons and, second, the expansion of a six membered ring into a seven membered ring.  In Corey’s synthesis, the first of these is accomplished by a Wittig reaction
, which proceeds by a mechanism involving nucleophilic attack on the carbon in a carbonyl group (an aldehyde or ketone).  The problem is that there are two carbonyl groups in the Wieland-Miescher ketone and so if the reaction were run without the use of a protecting group, the products would be divided between the results of nucleophilic attack at each of these sites.  By exploiting differences in the chemical environment between the two carbonyl groups (namely, that the target for the Wittig reaction is conjugated with a neighboring carbon-carbon double bond) it was possible to protect the non-targeted carbonyl group by reacting it with a diol to form a ketal group.  This ketal group is unaffected by the Wittig reaction, and so this reaction can now be run without a division of products.  

After converting the alkene, which is the product of the Wittig reaction, into a diol, or a compound with two hydroxyl functional groups, the next step in this part of the synthesis is expansion of the six membered ring into a seven membered ring.  The reaction used to expand the ring is called a pinacol rearrangement
.  These reactions proceed by way of a carbocation intermediate that is generated by the loss of one of two adjacent hydroxyl groups.  Typically, these reactions are run under acidic conditions, which allows for the protonation of a hydroxyl group and its subsequent loss as water generating a carbocation; however, acidic conditions would lead to several complications in this case.  In the first place, if acidic conditions were used to generate the carbocation, the wrong hydroxyl group would preferentially leave, resulting in the wrong carbocation and therefore undesirable product.  Second, acidic conditions would remove the ketal group introduced before the Wittig reaction, which is still needed to protect the other carbonyl group in the molecule.  Removing the protecting group at this point would allow for more undesirable side reactions.  The upshot is that Corey has to find a way to preferentially generate a particular carbocation, which can then follow out the rest of the mechanism of a pinacol rearrangement resulting in the desired seven membered ring, without using acidic conditions.  To do this, he activates the particular hydroxyl group whose loss would result in the desired carbocation by tosylating it (this means replacing the –OH group with –OTs, where Ts stands for toluenesulfonate).  Tosylate is an excellent leaving group, and so the tosylated compound will generate a carbocation under much milder conditions than would be required for the original diol (mild enough to leave the protecting group on).  Furthermore, there is a strong preference for the generation of the correct carbocation.  In this way, the use of an activating group allows Corey to control both which carbocation intermediate is generated in the pinacol rearrangement and the conditions under which the reaction is run.  The use of control groups depends not only upon understanding the structural features of the reactants that are likely to interfere with a proposed reaction but also the differences in the chemical environments of the interfering feature and the reaction site.  Ultimately, it is these differences that must be exploited in finding an appropriate way to control the desired reaction. Clearly, then, an understanding of theoretical organic chemistry, including both the appropriate reaction mechanisms and the impact of the relevant structural features, is essential to the effective control of synthetic sequences, and indeed to the whole process of synthetic design.

conclusion

Designing the synthesis of a complex molecule presents the organic chemist with the challenge of extrapolating his or her understanding of organic reactions into new territory in order to solve a practical problem.  Typically, the chemist will have no experience with how the target molecule or many of its possible precursors will respond to attempts to run specific chemical reactions, yet he must come up with a sequence of reactions that will plausibly result in the target molecule. In order to do this, the chemist must use knowledge of how simpler molecules respond in similar chemical reactions in order to gauge the potential effectiveness of reactions and/ or sequences of reactions that might become part of a synthetic plan. At the most basic level, this anticipation is based on structural analogies between the synthetic targets (which I mean to include potential intermediates) and molecules whose chemistry is known.  Using just this sort of analogical thinking, a chemist well versed in what I called structural organic chemistry, could conceivably generate a complete retrosynthetic tree outlining all the possible synthetic pathways from acceptable starting material to the target molecule.  A complete retrosynthetic tree is still a long way from a plausible synthetic plan, however, and in order to prune this complex tree the chemist must exploit his understanding of why, and how, organic reactions take place. 

An understanding of theoretical organic chemistry (as I have called it) includes both knowledge of the mechanisms of relevant organic reactions as well as the ability to project how various structural features will impact the energy of the intermediates in those mechanisms, and thereby the important characteristics of the reactions themselves.  In the general case, however, this sort of theoretical understanding does not allow the prediction of the important characteristics (such as the dominant product, or relative rate) of novel reactions.  Nonetheless, I have identified three different aspects of synthetic design where this sort of understanding is important.  First, there is the recognition of and response to synthetic complexity in the target molecule.  At this strategic level, the chemist must identify the features of the target that are likely to be difficult to synthesize and tailor his or her search for a synthetic pathway to accommodate the potentially difficulties.  In the case of longifolene, evaluations of the topological implications of disconnecting bonds as well as assessments of the “clearability” of stereocenters directed the synthetic chemist to explore ways of making one particular bond; this drastically narrowed the range of potential pathways under consideration. Second, potential synthetic steps and pathways must be assessed and compared according to their initial plausibility.  These assessments are largely based on the structural features present in the particular chemical environments in which the proposed reactions are to occur.  Though we only considered one such relative plausibility assessment in the case of longifolene, in that case we saw how the presence of an activating structural feature in one potential pathway made it a better candidate for further development than its competitor. Lastly, the optimization of a synthetic plan involves adding control steps and ordering the reaction sequence in such a way as to eliminate the influence of structural features that might undermine the effectiveness of individual reactions, or the synthetic plan as a whole.  This optimization depends on a detailed understanding of the original proposed reaction as well as the chemistry of potential control groups.  As we saw, Corey’s synthesis of longifolene employed protecting groups to eliminate interfering structural features as well as activating groups that directed reactions toward particular products.  With this relatively detailed appreciation of synthetic design and its dependence on theoretical organic chemistry in mind, I now want to consider, at a more abstract philosophical level, how the understanding manifest in theoretical organic chemistry supports applications and to contrast this with alternative accounts of the applications of science.
One distinctive feature of the sort of understanding facilitated by theoretical organic chemistry is that it is, for the most part, contrastive.  It is not typically possible, using the sort of mechanistic and structural reasoning that I have taken to be definitive of theoretical organic chemistry, to provide absolute predictions, or explanations, of the characteristics of organic reactions. So, for instance, while it is often possible to explain --on structural or mechanistic grounds--why one reaction is faster than another, it is not commonly possible to explain the precise numerical rate of a reaction using these considerations.  While being limited to relative predictions or explanations might be thought to undermine the applicability of a theoretical science, especially if applications are thought of as derivations from quantitative laws, the contrastive character of theoretical organic chemistry goes hand in hand with its applicability to synthetic design problems.   The use of theoretical organic chemistry in synthetic design depends upon the broad applicability of the structural concepts that allow for relative estimates of the energies of chemical structures.  The robustness of these concepts originates in the fact that the structural features which warrant their application are very general and can occur in a wide variety of chemical environments.  This is what allows their application in novel cases.  However, the cost of this robustness is that these general structural features license only qualitative inferences about the energies of the structures in which they occur.  The precise quantitative impact of a particular structural feature (if, indeed, it makes sense to talk about such a thing) would be sensitive to the detailed chemical environment in which it occurs and would not be projectable to novel cases.  Because, in general, it is only the qualitative energetic impacts of structural features that a theoretical organic chemist is able to assess, he or she can provide only relative explanations and predictions of the interesting features of chemical reactions.  Since synthetic design depends on the robustness of the structural concepts used to evaluate the relative energies of chemical structures, and this robustness has as a consequence the contrastive character of explanations and predictions using these concepts, we can see that the contrastive character of the understanding provided by theoretical organic chemistry is a necessary condition for its application to synthetic design problems.  Furthermore, our examination of the heuristics of synthetic design has brought out why the contrastive understanding provided by theoretical organic chemistry is enough to contribute to the design process.  The design problem, as I presented it, can be conceived of as a series of relative assessments.  One is confronted, initially, by an extremely complex retrosynthetic tree, which needs to by pruned, in a series of assessments of relative synthetic effectiveness, down to a synthetic plan.  These relative assessments of synthetic effectiveness are, to a certain extent, grounded in theoretical organic chemistry.  What is demanded of theory in such cases is not a numerical prediction, but rather a reason to eliminate one branch over another.  As we have seen in the case of longifolene, it is perfectly possible for a contrastive science like theoretical organic chemistry to provide such reasons.

Another distinctive feature of theoretical organic chemistry is its compositional approach to complexity.  The behavior of complex molecules in chemical reactions is understood to be the result of the simultaneous impact of all the structural features in the molecule that impact the relevant relative energy.  As mentioned before, one consequence of this approach is that it is often not possible to predict, even qualitatively, the interesting features (such as product distribution or relative rate) of chemical reactions on complex molecules.  Since synthetic design depends on relative assessments of synthetic efficiency between potential reactions on complex molecules, it may seem puzzling how theoretical organic chemistry could help with these assessments. Our somewhat detailed look at the synthetic design process provides the resources to address these worries.  First, it should be pointed out that the significance of this sort of prediction failure is diminished in a contrastive context, like that of synthetic design.  In synthetic design, one is frequently comparing possible reactions on closely related complex molecules (like choosing the reactant for the Michael cyclization in longifolene).  As long as these molecules differ by only one relevant structural feature, it is possible (under the assumption that the impact of the other features is relatively constant) to make relative predictions about the synthetic efficiency of reactions.  So while it might not be possible to say, for either reaction, what the dominant product would be, it may still be possible to predict that the dominate product in one of the reactions (the one with a promoting structural feature) is more likely to the target molecule that it is in the other.  This sort of relative assessment would provide a good reason to prune one branch off the retrosynthetic tree and to develop another.  Another way that theoretical organic chemistry contributes to synthetic design without predicting the outcomes of individual reactions is by predicting complications. By identifying alternative products or inhibiting structural features, it is often possible to anticipate the factors working against the success of a particular reaction, in spite of the fact that one may not be able to predict whether the complications are enough to undermine the synthetic effectiveness of a reaction.  Assessments of complications can be used in synthetic design in a variety of ways.  For one, they might provide a reason to prefer one sequence of reactions to another.  The number and nature of the complications that work against a proposed synthetic route can be used as a gauge of how difficult it would be to optimize and implement a synthetic plan. As an example, consider Corey’s rules for identifying topologically strategic bonds, which rested –in part –, on the complications that arise from breaking certain kinds of bonds.  While these assessments might not be reliable for closely related sequences with comparable complications, they can still be useful in eliminating branches that have lots of difficult complications in favor of those that have more manageable complications.  The prediction of complications is not only useful at the levels of strategic and plausibility pruning, but also in optimizing and implementing a synthetic design.  Clearly, the use of control groups depends on identifying structural features that work against the success of a reaction.  While sometimes it may be possible to predict that a reaction would not have the target molecule as a dominant product without a control group, other times it may not be clear whether a control group is necessary until the implementation of a reaction has been attempted.  If it turns out that it is not possible to run a reaction in a synthetically effective way without a control group (which is generally preferable to using control groups), it is the prediction of complications that directs the chemist to which groups need to be controlled in order to get the reaction to run.  This use of the prediction of complications is also an example of how theoretical organic chemistry facilitates the diagnosis of, and response to, failure.  By understanding the complications that might interfere with the synthetic effectiveness of a strategy, it is possible to respond to the inevitable difficulties that confront the chemist in his attempts to implement that strategy in the lab.  Though it is not generally possible to predict how reactions will turn out in complex cases, the compositional approach to complexity manifest in theoretical organic chemistry is capable of underwriting theoretically well-motivated decisions about how to synthesize novel molecules.

One additional feature of synthetic design, which comes out clearly in the optimization of a synthetic plan, is the importance of controlling the structural conditions under which reactions occur.  The control steps added during the optimization of a synthetic plan are designed to eliminate the predicted confounding structural features.  Insofar as these control steps are effective, they allow the chemist to predict the outcome (say, the dominant product) of the controlled reaction. In this way, by controlling the structural environment, the chemist can overcome, in some cases, the predictive limitations of the compositional approach manifest in theoretical organic chemistry.  While it is the ultimate target molecule that imposes the conditions of success for a total synthesis, the synthetic chemist is still able to control, to a certain extent, the structural conditions under which the individual chemical reactions in the synthetic sequence occur.  The theoretical science that guides synthetic design deals principally with these individual steps and so the chemist can, within the constraints imposed by the target molecule, maximize his predictive confidence in a synthetic design by forcing the individual reactions to take place in structural environments where his theory is capable of making predictions.  In the case of synthetic design, therefore, the applications of science depend upon many of the same strategies that are more generally associated with theory testing.  Recall that, according to Cartwright, we are able to test theories insofar as we are able to come up with ‘antecedent conditions’ under which their distinctive empirical implications can be assessed.  The fact that one is able to do this, it was remarked, does not seem to offer any reason to believe that one would be able to assess the empirical implications of a theory under ‘antecedent conditions’ that are not of ones choosing.  Though the ‘antecedent conditions’ in synthetic design are imposed by the target molecule, and organic chemists cannot predict the outcomes of reactions under arbitrary conditions, this does not mean that the chemist is unable to control the structural conditions of a synthesis and therefore to make theoretically grounded predictions about its potential success.  Control is exercised at the level of individual reactions in order to force the synthesis into more predictable conditions, and this control plays a substantial role in the successful application of theoretical organic chemistry to synthetic design problems.  

I hope to have made it clear that, and to a certain extent how, a contrastive, compositional theoretical science like organic chemistry can facilitate applications.  The picture of the application of science that emerges from thinking about synthetic design is very different from that of either the covering law view or it more contemporary critics.  Instead of searching for laws to facilitate prediction in concrete cases, the synthetic chemist carefully prunes his options with a series of theoretically grounded heuristic principles. The problem with the covering-law view of the applications of science when applied to synthetic design is not, as in the engineering cases, that it invokes a close parallel between prediction, or theory testing, and the applications of science.  As we have seen, there are some interesting parallels between strategies for theory testing and synthetic design in organic chemistry.  Rather, the problem is that by focusing on conceptions of scientific understanding and explanation that give pride of place to laws, quantitative prediction, and derivation, the approach to science that spawned the covering law view has ignored contrastive, compositional sciences like organic chemistry that, in spite of the fact that they do not traffic in nifty principles that might have figured in God’s grand design, still manage to facilitate the much more earthly designs of synthetic chemists.  
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� On the epistemic distinction of science, as opposed to the epistemic privilege of science, see (Haack, 1998, p. 105).


� See (Pitt, 1988) for an assessment of various attempts to cash out the success of science.


� One of the earlier calls for increased philosophical attention to technology was in (Bunge, 1966).  A clear demonstration of how the erosion of the standard account reopens the question of the epistemological status of applications occurs in (Cartwright, 1974).  For interesting recent work, see the collection of articles in the symposium “Applying Science,” which is reproduced in International Studies in the Philosophy of Science, Volume 20, Number 1, March 2006.


� This term is from (Boon, 2006).


� See (Hempel and Oppenheim, 1948) for the canonical formulation of the covering-law model of scientific explanation and the definition of relevant terms.


� On the different sources of antecedent conditions in application and explanation/prediction see (Cartwright, 1974) and (Heidelberger, 2006).  Cartwright formulates the contrast between application and testing of a theory, while Heidelberger formulates the contrast between application and explanation using a theory.


� Of course, early advocates of covering-law models, such as Hempel, maintained an even stronger position – the symmetry of explanation and prediction.  In this paragraph, I am attributing to covering law theorists only the weaker claim that if one can explain a phenomenon, then one could have predicted it.


� See (Cartwright, 1983, particularly Essay 6), (Cartwright, 1974, pp. 713-14) and (Boon 2006, pp. 35-37) for more on these sorts of worries about the application of explanatory laws in concrete situations.


� Again, see the collection of articles in the symposium “Applying Science,” which is reproduced in International Studies in the Philosophy of Science, Volume 20, Number 1, March 2006.  These articles are mostly devoted to the applications of science in engineering, and they focus in particular on models of fluid flow.


� For an account of explanation in organic chemistry, see (Goodwin, 2003).  For an attempt to characterize scientific understanding in organic chemistry, see (Goodwin, 2007).


� See (Corey, 1989, pp. 6-8) for a description of this Diels-Alder transformation, as well as some important variants.


� See (Bunge, 1966) for a characterization of applied science as the process of grounding technological rules.


� (Corey, 1990, p. 686) is Corey’s Nobel lecture.  He lists five stimuli that led to the increased sophistication of synthesis in (Corey, 1985, p. 408).


� See (Kitcher, 1981) and (Friedman, 1974) for more on the connection between unification and scientific understanding.


� See (Goodwin, 2003) for a more detailed account of explanation in organic chemistry.


� Corey describes this approach in a variety of places.  The principles sources used were (Corey, 1989), (Corey, 1969), (Corey, 1990), and (Corey, 1985).


� See (Corey 1989, p. 78) for a brief description of the aspects of synthetic design that come after the work of generating an array of possible synthetic pathways by retrosynthetic analysis.


� Of course, allowance must be made for the fact that it is sometimes necessary to take non-simplifying retrosynthetic steps in order to apply transformations that result in a large reduction in complexity.


� Corey describes the sort considerations discussed in this paragraph as a means of branching control when he characterizes his computer program for retrosynthetic analysis.  One module of that program is designed to “answer chemical questions about the target structure in order to decide which transforms in the database are appropriate” (Corey, 1985, p.413).  These questions are the retrosynthetic equivalents of the initial plausibility assessments discussed above.


� In addition to the original article, (Corey et al., 1963), Longifolene is discussed in both Corey’s textbook on synthetic design, (Corey, 1989, pp. 81-2), and in his Nobel Prize address (Corey, 1990).  Much of this example will consist of an attempt to reproduce a simplified version of Corey’s reasoning that highlights the role of understanding theoretical organic chemistry in synthetic design articulated earlier.


� This is a slightly simplified version of Rule 4 from (Corey et. al., 1975, p. 6116-24).


� (Goodwin, 2003) contains several examples of how stereoselectivity is explained, and thus of how assessments of stereocontrol depend on understanding mechanisms and concepts linking structure and energy.


� See (Vollhardt et. al., 1995, p. 658-61) for a description of and detailed mechanism for the Wittig reaction.


� See (Lowry et. al., 1987, p. 426) for a description of and detailed mechanism for pinacol rearrangements.
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