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1. Introduction

In this paper, I compare two competing positions regarding relations between sciences: reductionism and explanatory pluralism. I aim to show that reductionism in any strong sense is unwarranted, but on the other hand, we should not ignore certain fundamental differences between generalizations and explanations of different levels. To show this, I take up James Woodward’s notion of invariance, arguing that lower-level explanations generally have a higher degree of invariance than higher-level explanations, and that this is one substantial way in which lower-level explanations can be considered better than higher-level ones. 

Due to constraints of space, I mainly discuss explanatory matters here, and tend to avoid problems related to ontology and other metaphysical issues. The main focus is on neuroscience and psychology, and I do not claim that the arguments generalize to other sciences. 

2. Reductionism

The development of intertheoretic models of reduction started in the middle of the 20th century, in the spirit of logical positivism. The ultimate goal was to show how unity of science could be attained through reductions. In the classic model (most importantly Nagel 1961, 336-397), reduction consists in the deduction of a theory to be reduced (T2) from a more fundamental theory (T1). Conditions for a successful reduction are that (1) we can connect the terms of T2 with the terms T1, and that (2) with the help of these connecting assumptions we can derive all the laws of T2 from T1. Reductions are logical deductions, and can be seen as instances of the deductive-nomological (DN) model of scientific explanation, the explanandum being a theory. This model of reduction was intended to be entirely general, applying to every case of reduction. 

This traditional view of reduction is neat and precise, but unfortunately fails to account for many cases that are regarded as reductions. The model is too demanding: it is very hard to find a pair of theories that would meet these requirements. Even Nagel’s prime example, the reduction of thermodynamics to statistical mechanics, is much more complicated than Nagel thought (see, e.g., Richardson 2007). The classic model also has problems accommodating the fact that the reducing theory often corrects the theory to be reduced, which means that the theory to be reduced is strictly speaking false. However, logical deduction is truth-preserving, so it should not possible to deduce a false theory from a true one.

Problems of this kind lead to the development of more and more sophisticated models of intertheoretic reduction. I will skip the intermediate phases here and jump straight to the latest stage: the New Wave reductionism of C. Hooker (1981),  P. S. Churchland (1986), P. M. Churchland (1989) and John Bickle (1998, 2003). 

Many of the ideas of Nagels’ account are still present in the New Wave model. In this model, reduction is still a relation between theories and involves logical deduction. The model is also put forward as a general model of reduction. However, the crucial difference is that what is deduced from the T1 is not the theory to be reduced itself (T2), but an analogue (or “equipotent image”) of it (T2a). The fate of theory T2 and its ontological posits is determined by the relation between T2 and the analogue T2a. If the analogy is strong and not much correction is needed, T2 is reduced “smoothly” to T1, and many of its ontological posits can be retained. If the theories are only weakly analogical and the amount of correction implied to T2 is considerably large, the reduction is “bumpy”, and many or all of the ontological posits of T2 will be eliminated. Bickle (1998) has also specified analytical tools for evaluating the relation between T1 and T2, drawing on the structuralist account of theories. 

However, two assumptions that the New Wave model shares with the traditional model lead to serious problems (Wimsatt 1976, McCauley 2007). The first problematic assumption is that a single model of reduction can account for all putative cases of reduction. Because of this assumption, the New Wave model is blind to certain fundamental differences in intertheoretic relations. Most importantly, it fails to account for the intralevel-interlevel
 distinction. Intralevel or successional relations hold between competing theories within a particular science, operating at a single level of analysis, for example between Newtonian physics and General Relativity theory. Interlevel relations are relations between theories that reign at the same time at different analytical levels in science, for example between cognitive psychology and cellular neuroscience. All of the examples of eliminative (or “bumpy”) reduction that New Wave reductionists present are intralevel cases, and give no reason to expect eliminative reductions in interlevel contexts. In particular, they provide no support for New Wave reductionists’ claims that psychology will be reduced to neuroscience.  

The second problematic assumption is that the relata of reductions are exclusively theories, and that intertheoretic relations are the only epistemically and ontologically significant interscientific relations. The problem is that well-structured theories that could be handled with logical tools are rare and peripheral in psychology and neuroscience. Instead, scientists typically look for mechanisms as explanations for patterns, effects, capacities, phenomena, etc. (see, e.g., Machamer et al. 2000 and Cummins 2000). Although there are theories in a loose sense in psychology and neuroscience, like the LTP theory for spatial memory or the global workspace theory, these are not theories that could be formalized, and can hardly be the starting points or results of logical deductions. Therefore looking at the relations between theories is the wrong starting point, at least in the case of psychology and neuroscience.

At least partly for the these reasons, John Bickle, the most ardent advocate of New Wave reductionism, has taken some distance from the intertheoretic models of reduction and now emphasizes looking at the “reduction-in-practice” in current neuroscience (Bickle 2003, 2006ab). He calls this approach “metascientific reductionism” to distinguish it from philosophically motivated models of reduction that are typically used in philosophy of mind. 

The idea is that instead of imposing philosophical intuitions on what reduction has to be, we should examine scientific case studies to understand reduction. We should look at experimental practices of an admittedly reductionistic field, characterized as such by its practitioners and other scientists. 

According to Bickle, molecular and cellular cognition provides just the right example. ”A ruthlessly reductive methodology prevails in the molecular and cellular cognition. The approach intervenes into cellular or intracellular molecular pathways and then tracks these interventions in the behaving animal, using protocols borrowed from experimental psychology.” (2006b, 134). 

This reductionist methodology has two parts: (1) intervene causally into cellular or molecular pathways, (2) track statistically significant differences in the behavior of the animals. When this strategy is successful and a mind-to-molecules linkage has been forged, a reduction has been established. A radical feature of this model is that it jumps straight from observable behavior to the molecular level, skipping the functional, computational, etc., levels in between. The cellular and molecular mechanisms directly explain the behavioural data and set aside intervening explanatory levels (2006, 426). This is in stark contrast to the classic “layer-cake” model (e.g., Oppenheim & Putnam 1958), where reduction proceeds step-by-step, always between adjacent levels. Bickle’s prime example is the LTP and memory consolidation case, which according to him is an example of an accomplished mind-to-molecules reduction.

A central claim of this “reduction-in-practice” is that when lower-level explanations are completed, the higher-level explanations become merely heuristic: ”psychological explanations lose their initial status as causally-mechanistically explanatory vis-á-vis an accomplished ... cellular/molecular explanation” (2003, 110). Psychology is needed for describing behavior, formulating hypotheses, designing experimental setups, and so on, but according to Bickle, these are just heuristic tasks, and when cellular/molecular explanations are completed, there is nothing left for higher-level investigations to explain.  

Metascientific reductionism does not depend on the intertheoretic model of reduction, and thus is not threatened by the above-mentioned arguments against the intertheoretic model. However, this position has its own share of problems, as I will show below. 

3. Mechanistic explanation

The discrepancies between traditional models of reduction and actual scientific practice in psychology and neuroscience have resulted in the development of alternative models. One alternative that I have just discussed is Bickle’s metascientific reductionism. Another approach that has been receiving more and more attention recently is mechanistic explanation.
The most important historical figure who defended mechanistic explanation is probably Descartes, who claimed that the bodies of humans and animals work like machines. Central contributions to the recent discussion include Bechtel and Richardson’s groundbreaking work Discovering Complexity (1993), Machamer et al. (2000), and Craver (2002). The most comprehensive account of mechanistic explanation is Carl Craver’s recent book, Explaining the Brain (2007). This paper is focused on Craver’s version of mechanistic explanation.  

The central claim of advocates of mechanistic explanation is that good explanations describe mechanisms (at least in neuroscience). Mechanisms are ”entities and activites organized such that they are productive of regular changes from start or set-up to finish or termination conditions” (Machamer et al. 2000, 3). A mechanistic explanation describes how the mechanism accounts for the explanandum phenomenon, the overall systemic activity (or process or function) to be explained.

For example, the propagation of action potentials is explained by describing the cellular and molecular mechanisms involving voltage-gated sodium channels, myelin sheaths, etc. The pain withdrawal effect is explained by describing how nerves transmit the signal to the spinal chord, which in turn initiates a signal that causes muscle contraction. The metabolism of lactose in the bacterium E. coli is explained by describing the genetic regulatory mechanism of the lac operon (Richardson & Stephan 2007). 

Mechanistic explanations are constitutive explanations: they describe how the behavior or phenomenon to be explained is constituted. They are also causal explanations in the sense that the mechanisms described are causal mechanisms. Craver explicitly endorses Woodward’s (2000, 2003) notion of causal explanation and relevance, which I will briefly present here, since it is central for the discussion to follow. 

A key notion for Woodward is intervention. An intervention can thought of as an (ideal or hypothetical) experimental manipulation carried out on some variable X (the independent variable) for the purpose of ascertaining whether changes in X are causally related to changes in some other variable Y (the dependent variable). Interventions are not only human activities, there are also ”natural” interventions, and the notion of intervention can be defined with no essential reference to human agency. 

Another key concept is invariance. Broadly speaking, a generalization or relationship is invariant if it remains intact or unchanged under at least some interventions. Suppose that there is a relationship between two variables that is represented by a functional relationship Y = f(X). If the same functional relationship f holds under a range of interventions on X, then the relationship is invariant within that range. For example, the ideal gas law “pV = nRT” continues to hold under various interventions that change the values of the variables, and is thus invariant within this range of interventions. Invariance is a matter of degree: for example, the van der Waals force law ([P + a/V2][V - b] = RT) is more invariant than the ideal gas law since it continues to hold under a wider range of interventions. 

Now to the main point: according to Woodward, causal explanatory relationships are relationships that are potentially exploitable for purposes of manipulation and control, and invariant generalizations describe these relationships. Invariant generalizations are explanatory because they can be used to answer “what-if-things-had-been-different questions” (w-questions). For example, the ideal gas law can be used to show what the pressure of a gas would have been if the temperature would have been different. In this way, the ideal gas law is potentially exploitable for manipulating and controlling the temperature, pressure and volume of a gas. Generalizations that are not invariant, like ”all the cups on the table of Jani Raerinne on January 25, 2008, are yellow” cannot be used to answer w-questions and are not exploitable for manipulation and control, even if they are true. 

In other words, causal explanatory relevance is just a matter of holding of the right sort of pattern of counterfactual dependence between explanans and explanandum, and invariant generalizations capture these patterns. For further illustration, let’s have a look at the classic flagpole example. There is a flagpole that casts a shadow and we want to explain why the shadow is as long as it is. In the classic DN model, this is done by deducing the length of the shadow from the length of the pole, the position of the sun and some general laws of optics. However, unfortunately it is also possible to deduce the length of the pole from the length of the shadow and the angle of the sun, and thus it seems that, according to the DN model, we can explain why the pole is as long as it is by referring to the length of the shadow and the angle of the sun. This is an unwanted conclusion. In Woodward’s model this problem does not arise: when the length of the shadow changes, the length of the pole does not change. On the other hand, if the length of the pole changes, the length of the shadow changes. There is an ”active counterfactual dependence” between the length of the pole and the length of the shadow, but not the other way around. The length of the pole has causal and explanatory relevance for the length of the shadow.

4. Explanatory pluralism

Craver’s and Woodward’s models can be seen representing the attitude of explanatory pluralism. While models of mechanistic explanation focus on the nature of explanation in neuroscience, explanatory pluralism is a more general approach to the relations between sciences and analytical levels. Explanatory pluralists emphasize the benefits of pursuing research simultaneously at different analytical levels in science, and argue that interlevel connections have a fundamental role in the advancement of science. Explanatory pluralism is an alternative both to reductionism (New wave or metascientific) and to the kind of antireductionism that implies that special sciences are autonomous from physical sciences. 
The term explanatory pluralism is used mainly by McCauley and Bechtel (McCauley 1996, McCauley & Bechtel 2001), but many other philosophers defend a similar position regarding reduction and cross-scientific relations. This includes Wimsatt (1976), Machamer, Darden & Craver (2000), Polger (2007), Wright (2007), Schouten & Looren De Jong (2007), and others.

Explanatory pluralists and advocates of mechanistic explanation emphasize the causal and explanatory relevance of nonfundamental things. That is, they argue that there is no fundamental level of explanation, and that entities of higher levels can have causal and explanatory relevance, even when lower-level explanations are complete. This is of course in sharp contrast to Bickle’s metascientific reductionism, according to which higher-level (psychological) explanations lose their status as causally explanatory as soon as lower-level (cellular/molecular) explanations are complete. 

To provide evidence for their claims, pluralists have analyzed cases from current scientific practice, even the ones that Bickle offers as prime examples of ”reduction-in-practice”. The pluralists claim that these cases in fact show that higher-level explanations are indispensable, even when lower-level explanations are complete, and that higher-level research plays a crucial role in the advancement of science. For example, Craver (2007, 233-245) discusses the case of LTP and memory consolidation at length and concludes that reduction is peripheral to the recent history of LTP, and that the goal of reduction has been replaced by the goal of building multilevel mechanisms. Wright (2007) takes up the case of reward and mesocorticolimbic dopamine systems and argues that it shows that ”top-down” strategies and psychological studies provide refinement even after succesful reductive explanations. Looren de Jong and Shouten (2007) go through the case of mind reading and mirror neurons, arguing that the molecular mechanisms of social cognition are not explanatorily sufficient. 

Also Woodward’s model of causal explanation provides direct support for explanatory pluralism. In Woodward’s account, things that figure in invariant generalizations have causal explanatory relevance. It is clear that in this sense nonfundamental things can have causal and explanatory relevance even when the ”fundamental” cellular and molecular explanations are complete. For example, let us assume that there is an invariant generalization relating the number of times a random string of numbers is presented to a subject to the probability that the subject will remember this string after 10 minutes. This generalization will remain just as invariant after the cellular and molecular mechanisms are in place, and will not lose its status as causally explanatory. It can still be used to answer w-questions and for purposes of manipulation and control. 
A ruthless reductionist should either show that higher-level (psychological) generalizations are not sufficiently invariant or that Woodward’s account is mistaken or at least insufficient. The first option will not lead very far, since many psychological and other higher-level generalizations uncontroversially meet Woodward’s requirements for invariance. The second option is the way a ruthless reductionist should go, but it will not be an easy way, since Woodward has a strong case for his model, and it is becoming more and more widely accepted among philosophers of science. 

5. Invariance and reduction

I believe that Craver, Woodward and the pluralists are right in arguing that higher-level things can be causally explanatory, even when cellular and molecular explanations are complete. However, I think it is also crucially important to emphasize the ways in which lower-level explanations tend to be better than higher-level ones.

The familiar and uncontroversial reasons are that lower-level explanations tend to have a wider field of application, and they tend to have fewer exceptions. Furthermore, there is a corrective asymmetry (see, e.g., Steel 2004) between levels: resources from the lower levels are often necessary to explain exceptions in generalizations at the higher levels, but not vice versa. However, I will not elaborate on these much-discussed points here. The point I want to make here is that with the notion of invariance we can get a new look at the differences between generalizations of different levels. 

One of Woodward’s points is that more invariant generalizations tend to provide better or deeper explanations than less invariant generalizations (2003, 257-265). For example, the range of interventions over which van der Waals’ force law is invariant is larger than the range of interventions over which the ideal gas law is invariant. In fact, the set of interventions or changes over which the latter is invariant is a subset of the set of interventions over which the former is invariant. This means that van der Waals’ force law holds in any circumstance that the ideal gas law holds, but not conversely. The same goes for General relativity theory and Newton’s gravitational theory. 

More invariant generalizations can answer more ”what-if-things-had-been-different” questions. For example, van der Waals’ force law can answer questions regarding situations where the ideal gas law no longer holds, and General relativity can answer questions regarding situations where Newton’s gravitational theory no longer holds. In this way, more invariant generalizations have more explanatory depth. 

My point is that lower-level generalizations in neuroscience tend to be more invariant than higher-level ones, and thus provide better or deeper explanations. For example, let’s look at the case of LTP as the mechanism for memory consolidation.  Let’s assume that there are invariant generalizations that relate the spatial maps in the rat’s hippocampus to the rat’s behavior in a certain maze. These generalizations could be invariant to a high degree, but break down if the rat is injected with certain drugs or put into to a different maze. However, the generalizations at the cellular-electrophysiological level or the molecular level that describe the mechanisms of LTP will not break under such interventions. 

Measuring the degree of invariance is not easy, but Woodward briefly discusses two ways this could be done (257-265). First, for many pairs of generalizations, generalization A is invariant under a larger set of changes or interventions than B since the range of changes and interventions over which B is invariant is a subset of the range of changes and interventions over which A is invariant. The ”van der Waals - ideal gas law” and ”General Relavity theory - Newton’s theory” cases are examples of this. However, this strategy will probably not take us very far with different-level generalizations in neuroscience. It is plausible that there are at least some interventions that disturb the lower-level mechanisms but leave the higher-level generalizations intact. 

The second strategy is more vague and only briefly hinted at by Woodward, but seems more promising. According to Woodward, for different sorts of generalizations there are specific sort of changes that are particularly important from the point of view of assessing invariance. These changes are domain-specific in the sense that one set of changes will be important in fundamental physics, another one in evolutionary biology, and another one in neuroscience. We could then show that one generalization is invariant under a larger set of these privileged changes than another generalization. My assumption is that this strategy could potentially establish that lower-level generalizations in neuroscience are more invariant than higher-level ones. For example, it is plausible that the molecular mechanisms of LTP are invariant under a larger set of these changes than the spatial map generalizations. 

Even with the help of this strategy it would be difficult to argue that psychological generalizations are less invariant than neuroscientific ones, since they belong to different domains and have different privileged interventions and changes associated with them. However, since there is no clear border between psychology and neuroscience, it might be possible to find a kind of a continuum of degree of invariance between the sciences. 

My preliminary conclusion at this point is that lower-level generalizations in neuroscience are more invariant than higher-level ones, and this is one important reason why the former can be regarded as better than latter ones. This leads to a restricted form of explanatory pluralism, according to which nonfundamental things can have causal explanatory relevance, even when lower-level explanations are complete, but lower-level generalizations and explanations are in a certain sense better than higher-level ones. This view might be compatible with Craver’s model of mechanistic explanation, although I am not sure whether Craver would accept that lower-level generalizations are in any essential way better than higher-level ones. The view is not compatible with Bickle’s metascientific reductionism, since I accept the thesis of causal and explanatory relevance of nonfundamental things. 

6. Conclusion

In this paper, I have argued that (1) the intertheoretic model of reduction is inappropriate for psychology and neuroscience, (2) metascientific reductionism or ”reduction-in-practice” is not supported by evidence from scientific practice, (3) the pluralistic approaches are basically right, but (4) lower-level generalizations in neuroscience tend to be better than higher-level ones, and one reason for this is that they are more invariant.
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� In this paper I am concerned with levels of analysis or levels of description – not ontological levels. It is probably not possible to delineate global or universal levels that would be the same across sciences, but for the purposes of this paper it is enough to have a notion that gives local and case-specific levels – it is enough to be able to distinguish levels within the mechanism of LTP, for example. See Craver 2007, Chapter 5, for a field-guide to levels.
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