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Abstract

We describe how a recently proposed way to split input oplyatiows for fast VLSI implemen-
tations of GF'(2)[x] Karatsuba-Ofman multipliers. The XOR gate delay of the psga multiplier is
better than that of previous Karatsuba-Ofman multipli€s. example, it is reduced by about 33% and

25% forn = 2" andn = 3° (i > 1), respectively.
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. INTRODUCTION

Published in 1962 [1], Karatsuba-Ofman algorithm (KOA) whas first integer multiplication
method broke the quadratic complexity barrier in positlonember systems. Due to its simplicity,
its polynomial version is widely adopted to design VLEF'(2") parallel multipliers inG F'(2")-
based cryptosystems [9]-[27]. Two parameters are ofted tseneasure the performance of a
GF(2™) parallel multiplier, namely, the space and time complesitiThe space complexity
is often represented in terms of the total number of 2-inpGRXand AND gates used. The
corresponding time complexity is given in terms of the maximdelay faced by a signal due
to these XOR and AND gates. Symbols,” and “T'y” are often used to represent the delay of

one 2-input AND and XOR gates, respectively.
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The existing bit parallelGF'(2") multipliers may be simply classified into the following
three categories according to the asymptotic space complaixthe multiplication algorithm :
subquadratic, quadratic and hybrid multipliers. KOA hasrbesed in many subquadratic and
hybrid multipliers. These multipliers first perform a KOA&ded multiplication of two input
binary polynomialsd = 37" ¢,z and B = "7 b;z?, and then a modulo reduction operation
using the field generating irreducible polynomial. To explie general idea of KOA easily, we
will assume thats = 2m = 2' (¢ > 1) in the following.

First, previous KOA implementations split polynomialsand B into the “most significant

half” and the “least significant half” as follows:

n—1 m—1 m—1

A= a;x’t =™ g i T+ g a;xt =" Ay + Ar,
i=0 i=0 i=0
n—1 m—1 m—1

B = bt =™ E bz + E bix* = x™By + By,
i=0 i=0 i=0

where Ay = 7" agyiat, Ap = S0 aat, By and By, are defined similarly.

Then the productd B is computed recursively using

AB = AHBHCL’zm + {[(AH + AL)(BH + BL)] - [AHBH + ALBL]}SL’m + A; By (1)

Please note that=" is the same as “+” inGF(2)[z]. For the VLSI implementation of (1), terms
in square brackets are calculated concurrently, and threrdfvo XOR gate delays, i.e21',
are required to compute the expression in curly bracketglégeshe cost to compute the three
half sized products.

Finally, the three polynomialsly Bya®™, [(Ag + AL)(By + Br) — Ay By — AL Br]z™ and
Ap By, in (1) are XORed in an overlap module by adding coefficientsamhmon exponents of
x together [26]. In order to explain overlaps of common exps®f x clearly, we present the
following table, which shows ranges ofs exponents in these three polynomials, and make two

remarks about overlaps.



TABLE |

RANGES OFz’'S EXPONENTS IN THREE POLYNOMIALS O 1)

‘4m—2‘ ‘2m‘ ‘2m—2‘ ‘o‘

+1T'x : overlaps : overlaps

Y p— ]

Remark 1. Overlaps occur only when > 4 (or m > 2), and there is no overlap when
n = 2 (or m = 1). Because of these overlaps, one XOR gate dé&lays required in the overlap
module. Therefore, a total of 3 XOR gate delays, i3dx, are required in (1) besides the cost
of the recursive computation of three half sized products.

Remark 2: Letn = kd (k > 1 andd > 0), previous generalizations of KOA split the
two input operands int& successive block each with coefficients. Since the product of two
degree-{ — 1) polynomials is a polynomial of degreed — 2), overlaps always exist if > 1.

We now compute exact complexities of the above binary potyab KOA (1). First, we
introduce some symbols of [5]. Lef and D stand for “Space” and “Delay”, respectively.
We useS®(n), S%(n), D®(n) and D®(n) to denote the number of multiplication (AND) and
addition (XOR) operations, the time delays introduced bytiplication and addition operations,
respectively. Then the following recurrence relationsjohdescribe the complexities of KOA,

can be established.

52(2) =3, DE(2) = 1,

§(n) = 35°(n/2); D(n) = D*(n/2),
S§9(2) =4, and D9(2) = 2,

S§%(n) = 38%(n/2) + 4n — 4, D%(n) =D%(n/2) + 3.

After solving the above recurrence relations using forrautkerived in [5], we have the



following complexity results for the binary polynomial KO®], [26].

)
® log, 3
S®(n) = n'o82?

\

Besides KOA, a Toeplitz matrix-vector product approach waesented recently to construct
subquadratia= F'(2") multipliers [5]. It takes advantage of a shifted polynonmbalsis [6] and
applies the coordinate transformation technique of [7] BjdBoth the space and time com-
plexities of the resulting multiplier are better than thadethe best KOA-based subquadratic
multipliers. For example, witm = 2° (i > 0), the space complexity is about 8% better, while
the time complexity is about 33% better, respectively.

Since these Toeplitz matrix-vector product formulae aréaioled by transposing [3, Th6,
p.17] corresponding polynomial KOA-like formulae, thelémVing question arises naturally: is
it possible to reduce the time or space complexity of KOAHar? We answer this question
positively in the next section. We will propose a fast VLSIplementations of the polynomial
Karatsuba-Ofman algorithm. It applies a recently proposesthod to split input operands
[2]. The XOR gate delay of the proposé&dF'(2)[x] multiplier is better than that of previous
Karatsuba-Ofman multipliers. For example, it is reducedabgut 33% and 25% fat = 2¢ and

n = 3" (1 > 1), respectively.

II. FAST PoLyNOMIAL KOA IMPLEMENTATION

We first introduce the splitting method in [2], where it is dg® compute the short product
of two power series. Instead of splitting input operands thie “most significant half” and the
“least significant half”, the method split operands acaogdio the parity ofr’s exponent. That

is to say, we may rewritel and B as follows

m—1 m—1

n—1 m—1 m—1

3 21 21+1 21 21

A=Y 0" = ayr® + ) aga®™ =Y apr® + 1Y ania”,
1=0 =0 i=0

=0 i=0



m—1 m—1

i 2 2i+1 § : 2 § : 27

B = bﬂ)l = bgil’ ! + b2i+1l’ +l bgil’ ' +z b2i+1$ L
i i =0 1=0

Now lety = 22, A.(y) = 370" agiy’ andA,(y) = 327" asii1y’. B.(y) andB,(y) are defined
similarly. OperandsA and B can be rewritten asl = A.(y) +2A,(y) and B = B.(y) +zB,(y).
Please note that term&.(y), A,(y), Be(y) and B,(y) are polynomials iny of degrees less than
m. Therefore multiplication operations between them mayp &ks computed recursively. Using

the above splitting method o and B, we have the following KOA-like formula

AB = (Ac(y) +2A.(y))(Be(y) + xB,(y))
= {Ac(y)B.(y) + 2 As(y) Bo(y) } + 2{Ac(y) Bo(y) + Ao(y) Be(y))}
= {Ac(y)Be(y) + yAo(y)Bo(y) } +

{[(Ac(y) + Ao(y))(Be(y) + Bo(y))] + [Ac(y) Be(y) + Ao(y) Bo(y)]}- (2

For the VLSI implementation of (2), multiplying a polynorhiay = or y = 2% is equivalent
to shifting its coefficients, and no gate is required. It isyed@0 see that the expansion of
{A.(y)B.(y) +yAo(y)B,(y)} in (2) contains only terms with even exponentseadincey = 2,
and the expansion af{ [(A.(y) +Ao(y)) (Be(y) + Bo(y))] +[Ae(v) Be(y) + Ao (y) Bo(y)]} contains
only terms with odd exponents af. Thus, there is no overlap exists when computing their
summation, and no gate is required either. Moreover, temsgjuare brackets can be computed
concurrently, and the addition operation requires 1 XOFR glalayT'y. Therefore, we know that
computingAB via (2) needsnly a total of 27’y besides the cost of the recursive computation
of three half sized products. Please recall that the cooretipg XOR gate delay i87x in (1).

Consequently, the following recurrence relations, whiebatibe the algorithm complexities, can



be established.

S®(2) =3, D?(2) =1,
{ 5%(n) = 35%(n/2); { D%(n) = D(n/2);
S§9(2) =4, D¥(2) = 2,
{ S@En)) =358%(n/2) + 4n — 4; and { D@En)) =D%(n/2) + 2
Their solutions are as follows:
([ g® (n) = nlog23,
S®(n) = 6nloe2® — 8n + 2,
D®(n) =1,
D®(n) = 2logyn

\

Compared to previous implementations of polynomial KOAg XOR gate delay of (2), i.e.,
D%®(n), is about 33% better fon = 2° (i > 0).

Similar to the generalizations of KOA, we may also derive soKOA-like formulae for
polynomials of higher degrees. As an example, we show thauta forn = 3k = 3° (i > 1).

Let y = 2® and splitA as follows

n—1 k—1 k—1 k—1

; 31 31 2 31

A = E a;x" = E agz-:c“rxg Az + E aiq22”"
=0 =0 =0 =0

= Ao(y) + zAi(y) + 2% As(y),

where Ao(y) = S0 asiy’, Ai(y) = Soh—y @iy’ and As(y) = S5 asiroy’.

Then we have
AB = {AoBy +y[(A1 + A2)(B1 + By) + A1 By + Ay By} +
z{[(Ao + A1)(By + By) + AoBo + A1 B1] + yAs B } +
2?{ (Ao + A2)(Bo + Bs) + AgBo + Ay By + Ay By},

where {y)”s in expressions4;(y) and B;(y) are omitted.



The following recurrence relations describe the compiesiof this formula.

S%(3) = 6,
§%(n) = 65%(n/3);
S%(3) = 12

S8%(n) = 68%(n/3) + £n — 10;

and

. COMPARISONS

DE(3) = 1,
D¥(n) = D®(n/3);
D (3) = 3,

D%(n) =D%(n/3) + 3.

Table Il compares asymptotic complexities of proposed tdam with the previous KOA and

Toeplitz matrix-vector product (TMVP) formulae over theognd field GF(2), where #AND

and#XOR denote the total number of AND and XOR gates, respegtividie size of operands

is assumed to be = 2! or 3' (¢t > 0). We list complexities of the TMVP in the table because

both KOA and TMVP can be used to desigtF'(2") parallel multipliers, which is an important

application field of these two algorithms. But we must empteathat these two algorithms are

distinct, and each of them have their own application fields [4].

TABLE I

COMPARISONS OF ASYMPTOTIC COMPLEXITIES FOR, = b’

b | Algorithm | #AND #XOR Gate delay
KOA [26] | n'°®23 | 6n'°#23 —8n 42 (Blogom — 1)T'x +Ta

2 | Proposed | n'°523 | 6nlo823 — 8n 42 (2logon)Tx +Ta
TMVP [5] | n'°823 | 5509823 — 60+ 0.5 | (2log, n)Tx + Ta
KOA [26] | nloes® %nlogﬁ 6 _ %n +2 (4logsn —1)Tx +Ta

3 | Proposed | n'oss® %nlogﬁ b—Zp42 (3logsn)Tx +Ta
TMVP [5] [ n'o#s® | 22plossb _5p 4 1 (3logy n)Tx + Ta




IV. CONCLUSIONS

We have proposed a fast VLS| implementation of the polynbKi@A in the ring GF(2)][z]. It
eliminates overlaps in previous designs of KOA multiplieiee XOR gate delay of the proposed
GF(2)[z] multiplier is better than that of previous Karatsuba-Ofnmaaltipliers. For example,

it is reduced by about 33% and 25% for= 2° andn = 3° (i > 1), respectively.
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