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ABSTRACT

The authors compare two classical advection schemes, the centered difference and weighted upcurrent, for
coarse-resolution OGCMs, using an idealized ocean basin and a realistic World Ocean topography. For the
idealized basin, three experiments are run, one with 12 vertical levels and the centered difference scheme, one
with 12 levels and the weighted upcurrent scheme, and the other with 800 levels and the centered scheme. The
last experiment perfectly satisfies the grid Péclet number stability criterion and is regarded as the ‘‘true solution.’’
Comparison of the coarse vertical resolution experiments with the true solution indicates 1) that with the centered
scheme, when strong vertical motion crosses a strong stratification, false density values are created in the coarse
resolution model and this leads to false convective adjustment, which transports those false density values
downward; and 2) that because of computational diffusion, the weighted upcurrent scheme leads to a less dense
deep water with a stronger stratification than those of the true solution. These characteristics also apply even
to the World Ocean model with relatively small grid Péclet numbers (moderately high vertical resolution and
relatively large vertical diffusivity): the centered scheme leads to artificial convective adjustment near the surface
in the equatorial Pacific, creating an artificial circulation, and the weighted upcurrent scheme leads to a warmer
deep water and more diffuse thermocline. Deep equatorial ‘‘stacked jets’’ are found in all idealized-basin
experiments, in particular, in the super-high vertical resolution case. Horizontal diffusion is found to dominate
the density balance at the bottom jet in the super-high-resolution model, as previously found in an OGCM with
a moderately high vertical resolution. This is consistent with the hypothesis that the jets exist owing to diapycnal
mixing.

1. Introduction

The two classical advection schemes, the centered
difference and upcurrent, are widely used in ocean gen-
eral circulation models (OGCMs). For example, the
GFDL Modular Ocean Model adopts the centered dif-
ference (e.g., Toggweiler et al. 1989; Najjar et al. 1992),
and the Hamburg LSG model adopts the upcurrent (e.g.,
Bacastow and Maier-Reimer 1990; Maier-Reimer et al.
1993) scheme. The weighted upcurrent scheme, which
is a combination of the upcurrent and centered differ-
ence schemes, is also used (e.g., Suginohara and Fu-
kasawa 1988; Yamanaka and Tajika 1996). Numerical
problems of these advection schemes are well known
(e.g., Rood 1987): the centered difference scheme can
cause numerical instability while it is free from com-
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putational diffusion; the upcurrent scheme brings about
computational diffusion but does not cause numerical
instability.

Suginohara and Fukasawa (1988) and Suginohara and
Aoki (1991) found stacked jets, vertically alternating
zonal flows, at the equator in their OGCM with the
weighted upcurrent scheme. Weaver and Sarachik
(1990) argued that numerical instability of the advection
scheme is the cause of the jets. This led to a discussion
between these authors about numerical stability of the
two advection schemes (Suginohara et al. 1991; Weaver
and Sarachik 1991). More recently, Wang (1995) dem-
onstrated that the stacked jets are not computational but
due to diapycnal diffusion arising from the large lateral
diffusivity. In this note we confirm Wang’s conclusion,
using an OGCM with a super-high vertical resolution.

The error associated with weighted upcurrent differ-
encing for the vertical advection term in the temperature
equation can be written as

] 1 ]T
2a 2 |w|DZ 1 O(DZ ), (1)1 2[ ]]z 2 ]z

where w is the vertical velocity, DZ the vertical grid
size, and a the upcurrent weight (Furue et al. 1995).
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The weighted upcurrent scheme is a combination of
the centered and pure upcurrent schemes in that, when
a 5 1, it is the pure upcurrent scheme and, when a 5
½, it is the centered scheme. Equation (1) indicates that
the vertical computational diffusion coefficient is

1
A [ a 2 |w|DZ. (2)comp 1 22

The vertical grid Péclet number is defined as

(1 2 a)|w|DZ
Pe [ , (3)

AHV

where AHV is the coefficient of explicit vertical diffusion.
The grid Péclet number must be less than unity to keep
the scheme numerically stable (e.g., Bryan 1989). This
criterion is relevant only for the vertical direction of
tracer equations. The derivation of the criterion assumes
a one-dimensional balance between the advection and
diffusion terms (Bryan 1989). Such a balance generally
holds for tracers in the vertical (e.g., Suginohara and
Aoki 1991), but not in the horizontal directions or for
the momentum equation.

The pure upcurrent scheme is absolutely numerically
stable because Pe 5 0 for a 5 1, although computational
diffusion can be large. On the other hand, the centered
difference is free from computational diffusion, al-
though it is conditionally numerically unstable. When
the grid Péclet number criterion is violated, a false tracer
value can be created. For example, consider an idealized
situation where there is a horizontally uniform stable
density stratification with density r1 at vertical level 1
and r2 at level 2 below. Further suppose that at some
horizontal location, the vertical velocity w is upward
between the two levels and is vanishing above level 1
and below level 2 so that there is horizontal convergence
at level 2 and divergence at level 1. When Pe . 1,
advection evaluated with the centered-difference
scheme may produce a density value larger than r2 at
level 2. This value can be larger than the density of the
level below level 2. This density inversion can lead to
eventual instability and model breakdown, but in a typ-
ical OGCM, convective adjustment erases the density
inversion and allows stable integration. Even in this
case, the suppressed instability can affect the result of
the calculation in undesirable ways. For instance, false
tracer values may affect the global circulation as will
be seen later. Also, convective adjustment leads to large
vertical mixing, which can be far larger than the mixing
by computational diffusion associated with the upcur-
rent scheme. This can partly offset the advantage of the
centered difference scheme in its freedom from com-
putational diffusion. We call this convective adjustment
‘‘artificial’’ convective adjustment because it is switched
on by a false or artificial density inversion. The weighted
upcurrent scheme is a trade-off between the pure up-
current and centered schemes. It is an attempt to keep
computational diffusion as small as possible and at the

same time to prevent false tracer values and resultant
artificial convective adjustment.

In this study, we compare the centered difference and
upcurrent schemes. First, we run an OGCM with a su-
per-high vertical resolution of 800 levels in an idealized
ocean basin. In this run, the grid Péclet number criterion
is everywhere satisfied. Using this result as a reference,
we compare results of OGCMs with a typical vertical
resolution to assess merits and pitfalls of the two
schemes. Next, we compare the two schemes as applied
to an OGCM with a realistic World Ocean bathymetry.

The next section presents results for the idealized-
basin model, and section 3, for the realistic World Ocean
model. Finally, section 4 summarizes this note.

2. Idealized basin ocean

a. Model and experimental design

We use version 1 of the Center for Climate System
Research ocean general circulation model (CCSR-
OGCM; Yamanaka and Tajika 1996), which is based on
the model that Suginohara and Fukasawa (1988) and
Suginohara and Aoki (1991) used. The model domain
is a rectangle with a constant depth of 4000 m on an
equatorial b plane, whose longitudinal and latitudinal
widths are respectively 3000 and 6000 km. The equator
is located at the center of the basin. The configuration
of forcing is the same as that of Suginohara and Fu-
kasawa (1988): internal body cooling with a constant
reference density at the southwest corner below the
depth of about 1000 m and uniform heating with a con-
stant reference density at the sea surface. We, however,
alter some of the forcing parameters to obtain a much
weaker flow. The cooling and heating reference densi-
ties are 27 su and 24 su. The density difference, 3 su,
is smaller than that of Suginohara and Fukasawa. We
remove the plateau region from the horizontal distri-
bution of the body cooling coefficient, which now be-
gins to decay from the western boundary. The resultant
coefficient is smaller than that of Suginohara and Fu-
kasawa. Also, we remove the density flux through the
southern boundary.

This model configuration and forcing are chosen to
yield very weak circulation so as to maintain Pe , 1
everywhere in the super-high resolution model. In par-
ticular, we choose body cooling for this purpose because
surface differential cooling would induce strong merid-
ional flow (Suginohara and Aoki 1991), which would
result in strong upwelling and downwelling at lateral
boundaries. Later in this section we will discuss sup-
plementary experiments with surface differential cool-
ing rather than body cooling. The stratification will be
also weak in the present body-cooling experiments.

The coefficients of horizontal and vertical diffusion
are AHH 5 1 3 103 m2 s21 and AHV 5 1 3 1024 m2 s21,
and those of horizontal and vertical viscosity are AMH

5 8 3 103 m2 s21 and AMV 5 1 3 1024 m2 s21. The
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TABLE 1. List of experiments.

Expt Basin
Vertical
levels Advection scheme

I
II
III
IV
V

Idealized
Idealized
Idealized
Realistic world ocean
Realistic world ocean

800
12
12
40
40

Centered difference
Centered difference
Weighted upcurrent
Centered difference
Weighted upcurrent

meridional gradient of the Coriolis parameter b is 2 3
10211 m21 s21. The horizontal grid size is taken to be
100 km to resolve the equatorial radius of deformation
for higher vertical modes, as the stacked jets consist of
many vertical higher modes (Suginohara and Aoki 1991;
Furue et al. 1995).

We carry out three experiments (Table 1): 800 levels
with the centered difference (expt I), 12 levels with the
centered difference (expt II), and 12 levels with the
weighted upcurrent scheme (expt III). For the 800-level
model, the vertical grid size is constant from the sea
surface to the bottom. The level thicknesses for the 12-
level models are respectively 50, 70, 110, 170, 260, 300,
and 440 m for the upper seven levels and 520 m for the
lower five. For the weighted upcurrent scheme, we use
a 5 0.8 in the horizontal and a 5 1 (pure upcurrent)
in the vertical. Usually we have used a , 1 for the
vertical, but here we use a 5 1 for a cleaner comparison.

For expts II and III, the initial condition is a state of
no motion and horizontally uniform density stratifica-
tion. Since we use body cooling, which does not produce
any vertical density inversion, convection should not
occur. In fact, expt III is run without convective ad-
justment. However, we use it for expt II because without
it false density inversions occur as explained in intro-
duction; the convective adjustment scheme is the same
as the ‘‘standard scheme’’ of the GFDL MOM 2 (Pa-
canowski 1995) with the number of iterations being one.
The ocean has reached a steady state after an integration
of about 2000 years in each of expts II and III. In expt
I, integration is done for about 2000 years from the
steady state of a 40-level model, and the steady state is
reached. Convective adjustment is not used. We discuss
the final state of integration in all cases.

b. Results and discussion

The horizontal circulation pattern in deep layers is
that of Stommel and Arons (1960), as discussed in detail
by Suginohara and Aoki (1991). In the interior, the max-
imum vertical velocity is about 4 3 1027 m s21 in expts
I and III, and 5 3 1027 m s21 in expt II; these values
occur at the depth of roughly 2000 m in all experiments.
Consequently, the maximum grid Péclet number in the
interior is far less than unity in expt I. In expt II, it is
slightly greater than unity in a small area of the interior
and slightly less than unity in the other part of it. The
computational diffusion coefficient in expt III is as large

as the explicit diffusivity at these depths. The largest
vertical velocity occurs along the southern boundary,
the western boundary in the southern hemisphere, and
the equator in all experiments. The absolute value of
the maximum vertical velocity is 2–6 (31025 m s21)
along the southern boundary and the western boundary
in the southern hemisphere. These maxima occur again
at the depth of roughly 2000 m. Within 100 km from
the equator and outside the western Munk layer, the
maximum vertical velocity is 1–3 (31026 m s21) in expt
I, 6–9 (31026 m s21) in expt II, and 2–4 (31026 m s21)
in expt III. These maxima occur at the depths of 3000–
3500 m.

In expt I, the maximum grid Péclet number is 0.83,
and hence this experiment satisfies the grid Péclet num-
ber criterion everywhere in the computational domain.
We regard the result of this experiment as the ‘‘true
solution.’’ In expt II, the maximum grid Péclet number
is 1.7 3 102. The maximum computational diffusion
coefficient in expt III is 1.1 3 1022 m2 s21.

The left three panels (a–c) of Fig. 1 show the merid-
ional volume transport streamfunction, zonally averaged
zonal velocity, and zonally averaged density for expt I.
There are stacked jets at the equator in this super-high
resolution model, which satisfies the grid Péclet number
criterion.

Figure 2 shows the balance in the density equation
at x 5 1450 km, y 5 250 km (the closest density point
to the equator). The vertical distribution of each term
is extremely similar to Wang’s (1995) result (his Fig.
13b), and the horizontal diffusion and vertical advection
terms dominate at the depths of the eastward jet. Nu-
merical instability is, hence, not necessary for the ex-
istence of the stacked jets, and the above result is con-
sistent with Wang’s conclusion that the jets are main-
tained by diapycnal mixing arising from horizontal dif-
fusion.

There is strong upwelling connecting the eastward
core of the bottom jet to the westward core above and
strong downwelling to the south and north of the jets.
This upwelling–downwelling system forms meridional
dipole cells (Suginohara and Aoki 1991). These cells
manifest themselves as bends in overturning stream-
function contours from the depth of 3000 m to the bot-
tom near the equator (Fig. 1a).

The central (d–f ) and right (g–i) three panels of Fig.
1 show differences of expts II and III from expt I. In
expt II, a complicated change in the streamfunction and
zonal velocity is found in the deep-water formation re-
gion, where the vertical velocity is largest. This is most
likely due to the change in the local density structure,
which is in turn caused by false density production along
the boundaries. Another large difference is found near
the equator. This is due to the change in the strength
and vertical structure of the stacked jets. The eastward
equatorial jet on the bottom is stronger than that in expt
I, and the westward jet above is also stronger and its
core is at a deeper depth. Higher mode features are



2442 VOLUME 30J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y

F
IG

.
1.

(a
)

Z
on

al
ly

in
te

gr
at

ed
vo

lu
m

e
tr

an
sp

or
t

st
re

am
fu

nc
ti

on
fo

r
ex

pt
I;

th
e

co
nt

ou
r

in
te

rv
al

(C
I)

is
0.

5
S

v.
(b

)
Z

on
al

ly
av

er
ag

ed
zo

na
l

ve
lo

ci
ty

fo
r

ex
pt

I;
C

I
is

0.
05

cm
s2

1
.

(c
)

Z
on

al
ly

av
er

ag
ed

de
ns

it
y

fo
r

ex
pt

I;
th

e
in

te
rv

al
be

tw
ee

n
th

e
so

li
d

co
nt

ou
rs

is
0.

2
s

u
,

an
d

th
e

da
sh

ed
co

nt
ou

rs
ar

e
dr

aw
n

fr
om

2.
99

s
u
,

at
th

e
in

te
rv

al
of

0.
00

1
s

u
.

A
ls

o
pl

ot
te

d
ar

e
th

e
di

ff
er

en
ce

s
of

ex
pt

II
fr

om
ex

pt
I

(d
)

in
th

e
zo

na
ll

y
in

te
gr

at
ed

vo
lu

m
e

tr
an

sp
or

t
st

re
am

fu
nc

ti
on

(C
I

5
0.

2
S

v)
,

(e
)

in
th

e
zo

na
ll

y
av

er
ag

ed
zo

na
l

ve
lo

ci
ty

(C
I

5
0.

03
cm

s2
1
),

an
d

(f
)

in
th

e
zo

na
ll

y
av

er
ag

ed
de

ns
it

y
(C

I
5

0.
02

5
s

u
).

(g
),

(h
),

an
d

(i
)

ar
e

re
sp

ec
ti

ve
ly

th
e

sa
m

e
as

(d
),

(e
),

an
d

(f
)

bu
t

fo
r

th
e

di
ff

er
en

ce
s

of
ex

pt
II

I
fr

om
ex

pt
I.

T
he

sh
ad

ed
ar

ea
s

in
th

e
st

re
am

fu
nc

ti
on

s
in

di
ca

te
cl

oc
kw

is
e

ci
rc

ul
at

io
n;

th
os

e
in

th
e

zo
na

l
ve

lo
ci

ty
m

ap
s,

w
es

tw
ar

d
ve

lo
ci

ty
;

an
d

th
os

e
in

th
e

de
ns

it
y

di
ff

er
en

ce
m

ap
s,

ne
ga

ti
ve

va
lu

es
.

To
co

m
pu

te
th

e
di

ff
er

en
ce

of
a

12
-l

ev
el

m
od

el
(e

xp
t

II
or

II
I)

fr
om

th
e

80
0-

le
ve

l
m

od
el

,
w

e
fi

rs
t

co
ns

tr
uc

t
a

12
-l

ev
el

da
ta

se
t

fr
om

th
e

80
0-

le
ve

l
m

od
el

va
ri

ab
le

by
av

er
ag

in
g

it
w

it
hi

n
th

e
de

pt
h

ra
ng

e
of

th
e

co
rr

es
po

nd
in

g
si

ng
le

le
ve

l
of

th
e

12
-

le
ve

l
m

od
el

.



SEPTEMBER 2000 2443N O T E S A N D C O R R E S P O N D E N C E

FIG. 2. Balance in the density equation for expt I at x 5 1450 km,
y 5 250 km (the closest density point to the equator). The unit of
the abscissa is su s21. Solid line: 2wrz. Long-dashed line: 2AHHryy.
Short-dashed line: 2AHVrzz. Dash-dotted line: 2urx. The other terms
are much smaller in magnitude than the above four and are all plotted
with thin dotted lines.

enhanced between the depths of 600 m and the sea
surface. The enhancement of the stacked jets is accom-
panied with that of the equatorial dipole cells (Fig. 1d).
These changes in the strength and structure of the
stacked jets may be due to the change in the energy
conversion among different vertical modes along the
western boundary (Furue et al. 1995) and this change
may be a result of the strong vertical velocity and en-
suing artificial convective adjustment. The change in
the global density structure (see below) may also con-
tribute to the change in the vertical structure of the
equatorial jets.

The zonally averaged density difference is more me-
ridionally uniform (Fig. 1f) than the difference in the
zonally averaged streamfunction and zonal velocity.
This difference (;20.1 su above the depth of 1500 m)
may be mostly due to the difference in the vertical rep-
resentation of the body cooling. In the 800-level model,
the restoring coefficient is zero from the sea surface to
the depth of 992.5 m and nonzero from 997.5 m to the
bottom, the midpoint being 995 m; in the 12-level mod-
el, the coefficient is zero to 810 m and nonzero from
1180 m, the midpoint being the same as that of the 800-
level model. Using the method of Ishikawa et al. (1996)
and Obata et al. (1996), we have estimated that the
density difference will be ;20.1 su near the sea sur-
face, ;10.07 su at the depth of about 1000 m, and
then nearly zero below 2000 m. Since this estimation
roughly coincides with the difference in Fig. 1f above
1500 m, we cannot meaningfully discuss the possible
numerical error and instability associated with the cen-

tered difference scheme above 1500 m in Fig. 1f. How-
ever, the density below the depth of 1500 m is slightly
higher than that in expt I. Although it cannot be seen
in Fig. 1f, we find that below the depth of 2200 m, the
density is even higher than the reference density of body
cooling: the average density for x 5 0 to 3000 km, y
5 22000 to 3000 km, and z 5 2500 to 4000 m is about
27.009 su, and the maximum value is about 27.017 su,
which occurs at x ø 50 km, y ø 2400 km, and z ø
2000 m. When advection and diffusion operate in a
physical way, a density value outside 24–27 su should
never occur. The density values higher than 27 su are
due to false density production associated with the
strong upwelling along the western boundary. As men-
tioned earlier, vertical velocity maxima occur at the
depth of about 2000 m along the western boundary. This
produces density values larger than 27 su just below the
vertical velocity maxima. These false density values are
brought to the deepest layers by convective adjustment
and at the same time are spread all over the deep layers
of the whole domain by the spreading of the deep water
with the deep western boundary current.

Strong upwelling thus acts as an artificial density
source below the depth of maximum upwelling. The
strong downwelling near the southern boundary should
act as density sink above the depth of maximum down-
welling, although the possible density difference arising
from this mechanism is masked by the difference due
to the difference in the vertical representation of the
body cooling, discussed earlier.

In expt III, the meridional overturning circulation be-
comes much stronger than that of expt I (Fig. 1g). This
is due to the large interior computational diffusion men-
tioned earlier. The stacked jets are much stronger than
in expt I (Fig. 1h), and an associated increase of the
equatorial dipole cells is recognizable (Fig. 1g). The
vertical scale of the stacked jets becomes smaller, which
indicates enhancement of higher vertical modes. The
density becomes higher above the depth of 1500 m and
lower below than that of expt I (Fig. 1i). Also, the
density stratification becomes weaker from the ther-
mocline depths to the depths of 2000 m and stronger
below 2000 m: the Brunt–Väisälä frequency averaged
horizontally from y 5 21500 km to the northern bound-
ary (not shown) is lower by 0.6–1 (31023 s21) from
1000 m to 2000 m and higher by 0.2–0.4 (31023 s21)
below 2000 m than that in expt I. These changes in the
density structure are again due to the large computa-
tional diffusion. The change in the strength and vertical
structure of the stacked jets may be due to the enhance-
ment of the thermohaline circulation and to the change
in the deep stratification. The latter point is consistent
with Obata et al.’s (1996) results that a slight increase
in deep stratification tends to lead to a large enhance-
ment of higher vertical modes. Changes in the modal
conversion along the western boundary may also con-
tribute.

We have also carried out additional experiments with
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FIG. 3. (a) Zonally integrated volume transport streamfunction for the Pacific for expt IV. The contour
interval (CI) is 2 Sv. The dashed contours indicate clockwise circulation. (b) Temperature along 1708W
for experiment IV. CI 5 18C. (c) Grid Péclet number along 1708W for experiment IV. The contour
levels are logarithmically spaced: 1, 2, 4, 8, 16, 32, 64, and 128. The dark shading indicates values
larger than unity.
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FIG. 3. (Continued) Panels (d), (e), and (f ) are respectively the same as (a), (b), and (c) but for expt
V. In (f ), the light shading with a dotted boundary indicates regions where the computational diffusion
is larger than the specified one. From the formulas (2) and (3), we can see that Acomp/AHV 5 Pe 3 (a
2 0.5)/(1 2 a) ø Pe 3 16, that is, the ratio of the computational diffusion coefficient to the specified
diffusion coefficient can be obtained by multiplying Pe by about 16.
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FIG. 4. (a) Frequency of the occurrence of convective adjustment at the depth of 125 m and (b) the grid Péclet number at 100
m in expt IV. Panels (c) and (d) are the same as (a) and (b) but for expt V. The frequency indicates, in terms of percentage, how
often convective adjustment occurs during the last year of the model integration; the contour interval is 5%.

surface differential cooling rather than internal body
cooling. We use version 2 of the CCSR-OGCM (Hasumi
and Suginohara 1999). The model domain is similar to
that of the body-cooling experiments, but this model
uses spherical coordinates. The domain is a 308 wide
sector of the sphere, extending from 308S to 308N, with
a constant depth of 4000 m. The horizontal resolution
is 18 3 18. There are 12 levels in the vertical, with
resolution varying from 50 m near the surface to 500
m near the bottom. The coefficients of viscosity and
diffusion are the same as those for the body-cooling
experiments except AHH 5 4 3 103 m2 s21 here. Salinity
is held constant at 35 psu everywhere. The sea surface
reference temperature is zonally uniform and varies lin-

early from 28C at the southernmost gridpoints to 238C
at the equator and then maintains the constant value of
238C throughout the northern hemisphere. These tem-
perature values respectively correspond to the density
values of 28 su and 24 su. The restoring time for the
uppermost layer is 100 days. The convective adjustment
scheme is the standard one of the CCSR-OGCM (Hasu-
mi and Suginohara 1995).

We have carried out two experiments with the cen-
tered difference and weighted upcurrent schemes. In the
centered-difference experiment, there is strong upwell-
ing, the maximum speed almost reaching 1 3 1024 m
s21, along the western boundary in the southern hemi-
sphere, and strong downwelling, the maximum speed
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FIG. 4. (Continued) The contour levels for the grid Péclet number are 1, 2, 4, 16, 32, 64, and 128; the dark shading indicates
values larger than unity. In (d), the light shading with a dotted boundary indicates regions where the computational diffusion is
larger than the specified one.

being about 0.8 3 1024 m s21, along the southern bound-
ary. These maxima are located at the depth of 1800 m.
The highest vertical speed, ;21 3 1024 m s21, in the
domain occurs along the eastern boundary to the south
of f 5 258S at the depth of about 700 m. To the north
of it, there is strong upwelling, ;0.5 3 1024 m s21, at
the depth of about 2000 m. This pattern of up- and
downwelling is very similar to that found in Suginohara
and Aoki (1991). For the upcurrent experiment, the pat-
tern is quite similar, but the speed maxima along the
western and eastern boundaries are twice those of the
centered experiment and the maximum along the south-
ern boundary is 20% larger than that in the centered
experiment.

The deep temperature is higher by about 1.28C below
the main thermocline in the upcurrent case than in the
centered case. This is most likely due to computational
diffusion in the upcurrent scheme.

For the centered-difference experiment, the strong up-
and downwelling give a grid Péclet number of ;200 at
the vertical speed maxima mentioned above, and gen-
erally *20 along the lateral boundaries to the south of
108S. An instance of artificial convective adjustment is
found at depths 1000–2000 m and 208–158S along the
eastern boundary. Here we identify artificial convection
as convection that begins from a middepth. Global ef-
fects of this numerical instability, however, are negli-
gibly small: the density overshoots created by numerical



2448 VOLUME 30J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y

instability are very small and associated artificial con-
vective adjustment penetrates only a few grid points
downward. This is because instability occurs in the pre-
sent configuration only where the density stratification
is very weak owing to the deep convection that occurs
in the southern hemisphere to produce the deep water.

This is in contrast to the body-cooling case, where
the body cooling maintains a relatively sharp thermo-
cline at 1000-m depths. Upwelling along the western
boundary in the southern hemisphere crosses the ther-
mocline and produces large density overshoots and ar-
tificial convection in the centered-difference case. To
summarize, if there is strong upwelling crossing a strong
stratification, there can be artificial convection that cre-
ates a significant density signal but, if the stratification
is weak, the signal is also weak even with strong up-
welling.

3. World Ocean

a. Model and experimental design

In this section, we use a World Ocean general cir-
culation model with a realistic topography. The model
configuration and parameters are described in detail by
Hasumi and Suginohara (1999). The ocean is forced
only at the sea surface. The wind stress is the monthly
climatology of Hellerman and Rosenstein (1983), and
the sea surface temperature and salinity are restored to
the monthly climatologies of Levitus and Boyer (1994)
and Levitus et al. (1994), respectively. The restoring
time is 30 days for both temperature and salinity. Iso-
pycnal diffusion (Cox 1987) is used, where the isopyc-
nal diffusivity and background horizontal diffusivity are
1 3 103 m2 s21 and 1 3 102 m2 s21 respectively. The
vertical eddy diffusivity is 0.5 3 1024 m2 s21. The hor-
izontal resolution is taken to be 2.88 3 2.88. There are
40 levels in the vertical with resolution increasing from
50 m at the sea surface to 200 m near the bottom. We
conduct two experiments (Table 1) with the centered
difference scheme (expt IV) and the weighted upcurrent
scheme (expt V). The weight of the upcurrent scheme
is a 5 0.7 in the horizontal and a 5 0.97 in the vertical.
We use convective adjustment for both cases, where the
standard convection scheme of the CCSR-OGCM
(Hasumi and Suginohara 1995) is employed. In each
experiment, the model is integrated from a state of no
motion and horizontally uniform temperature and salin-
ity distribution for 5500 years, and the final state is
nearly an equilibrium annual cycle. We discuss the an-
nual mean field of the final year.

b. Results and discussion

Figure 3 shows the meridional volume transport
streamfunction for the Pacific, and the meridional sec-
tions of the temperature and grid Péclet number along
1708W. In the centered difference case (expt IV), the

grid Péclet number is large from the sea surface to the
depth of 200 m at the equator (Fig. 3c), and the stream-
function contours show unusual bends at 200 m at lat-
itudes 58S and 58N (Fig. 3a). As will be seen shortly,
this feature is most likely due to numerical instability
and resultant artificial convective adjustment associated
with Ekman upwelling and downwelling. The grid Pé-
clet number is also very large in the Southern Ocean
and over irregular bottom topography.

Figure 4 shows the frequency of convective adjust-
ment occurrence and the grid Péclet number in expts
IV and V. In the centered difference case (expt IV),
convection occurs at the depth of 125 m in the east
equatorial Pacific. The grid Péclet number is very large
there (Fig. 4b). This convection is of course artificial.
The most intense part of the convection reaches the
depth of 250 m (not shown). This is perhaps the cause
of the bends of the overturning streamfunction men-
tioned earlier (Fig. 3a). These artificial features are
much more pronounced in one of Hasumi and Sugi-
nohara’s (1999) experiments, designated CTDIFF, with
the centered scheme. The only difference between their
experiment CTDIFF and our experiment IV is that the
vertical eddy diffusivity is AHV 5 0.1 3 1024 m2 s21

for CTDIFF while it is 0.5 3 1024 m2 s21 for our expt
IV. They find artificial features not only in the equatorial
regions but also at other latitudes.

Y. Yamanaka (1999 personal communication) shows
that the ‘‘nutrient trapping’’ (Najjar et al. 1992), a well-
known artificial maximum of nutrients appearing near
the equator in biogeochemical general circulation mod-
els, is greatly reduced when the weighted upcurrent
scheme is used. Oschlies (1999, manuscript submitted
to Global Biogeochem. Cycles) obtains similar results.
They both indicate that numerical instability or disper-
sion associated with strong equatorial upwelling is one
of the causes for the nutrient trapping.

Instances of artificial convective adjustment are also
found (not shown) in the Weddell Sea and Greenland
Sea and off the southern coast of Greenland, where very
strong vertical velocity (;0.5 3 1024 m s21) occurs.
These convections, however, do not seem to have a glob-
al effect because the stratification is very weak at those
locations and tracer anomalies created by the instability
are negligibly small.

Hasumi and Suginohara (1999) run almost the same
experiment with the same vertical eddy diffusivity (AHV

5 0.5 3 1024 m2 s21) as ours except that they use the
UTOPIA/QUICKEST scheme for tracer advection. This
experiment is designated UTOPIA-5. We find that the
temperature of the deep Pacific water to the north of
308S is 0.18–0.28C lower in our expt IV than that in
their experiment UTOPIA-5. Since numerical instability
and associated artificial convection are unlikely to be
the cause for this difference, as mentioned above, it may
be that the difference between the advection term eval-
uated with the centered scheme and that with the UTO-
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PIA/QUICKEST scheme itself causes the difference in
deep temperature.

In the weighted upcurrent case (expt V), the vertical
temperature distribution is much more diffuse from the
sea surface to the bottom than that of the centered dif-
ference counterpart (compare Figs. 3b and 3e). The tem-
perature of the Pacific deep water is 0.88–1.28C higher
than that of Hasumi and Suginohara’s (1999) UTO-
PIA-5. This is due to computational diffusion. Since
this enhanced diffusivity transports more heat into the
deep water, the meridional overturning is stronger (cf.
Figs. 3a and 3d).

We have examined effects of numerical instability and
large computational diffusion in our 40-level model.
The vertical resolution of this model is high compared
with that of typical coarse-resolution World Ocean
GCMs (e.g., Large et al. 1997; Mikolajewicz and Crow-
ley 1997), whose level thicknesses are typically 400–
1000 m below the depth of 2000 m. The problems of
these classical advection schemes must therefore appear
also in other models. For example, the convection at
108S and 108N in the equatorial Pacific in Toggweiler
et al.’s (1989) model is probably caused by numerical
instability associated with Ekman downwelling (see
their Figs. 6 and 7).

Higher modes are enhanced at the equator in these
World Ocean simulations, and, for example, there are
an eastward flow of ;0.5 cm s21 near the bottom
(;4500 m) and a westward flow of ;0.1 cm s21 at the
depth of about 4000 m from 1508W to 1308W in both
experiments IV and V (not shown). However, it is not
clear whether this feature is really a manifestation of
the zonal jets appearing in the idealized basin discussed
in the preceding section or other kind of flows controlled
by bottom topography.

4. Summary

We have compared two classical advection schemes,
the centered difference and weighted upcurrent, using
OGCMs with an idealized basin and a realistic World
Ocean topography. We have also shown the results of
a super-high vertical resolution model of 800 levels for
the idealized basin, where the grid Péclet number cri-
terion is perfectly satisfied.

Stacked jets are found along the equator in the ide-
alized-basin models of both low- and super-high reso-
lutions. This shows that numerical instability is not nec-
essary for the existence of the stacked jets. The balance
of the terms in the temperature (density) equation sug-
gests that the jets are maintained by horizontal diffusion,
as concluded by Wang (1995). We have also used a
5-level OGCM for the same idealized basin with the
centered difference and weighted upcurrent schemes
(not shown). This model is a variation on the 12-level
body-cooling one discussed in section 2, and the only
difference is the vertical grid spacing: 400, 500, 880,
1000, and 1220 m from the sea surface to the bottom.

In the centered difference case, the amplitude of the
stacked jets is extremely large, the maximum zonal-
mean zonal velocity near the equator being 1 cm s21,
while the jets in the weighted upcurrent case, with max-
imum zonal-mean zonal velocity of about 0.25 cm s21,
is not so different from those of the 800-level model.
In the 5-level centered case, there are instances of ar-
tificial convective adjustment all along the western
boundary in the southern hemisphere, which suggests
strong numerical instability. The balance of the density
terms to the south of the core of the eastward jet, how-
ever, is again mainly between horizontal diffusion and
vertical advection terms in the 5-level centered differ-
ence case as in the 800-level case (Fig. 2). This suggests
that the stacked jets are a kind of equatorial boundary
layer, like that of Kawase (1987), and that the boundary
layer solution is ‘‘intrinsic’’; that is, the solution is al-
ways there but how strongly it is excited depends on
other conditions outside the boundary layer. The agent
that excites the jets may vary. In our 5-level centered
difference case, it seems that the numerical instability
along the western boundary strongly excites the equa-
torial jets. Weaver and Sarachik (1990) report that nu-
merical instability near the eastern boundary seems to
be the cause of the jets. In the ‘‘true’’ solution of our
super-high resolution model, the agent is something oth-
er than numerical instability.

Kawase’s (1987) solution is made possible by dia-
pycnal mixing due to vertical diffusion, while the
stacked jets in our OGCMs seem to be due to horizontal
diffusion. In Tsujino’s (1998) idealized two-basin mod-
el, where he uses a high accuracy advection scheme
with small computational diffusion and computational
dispersion (Hasumi and Suginohara 1999), isopycnal
diffusion plus small background horizontal diffusion to
minimize diapycnal mixing arising from horizontal dif-
fusion, and a large vertical diffusivity (;3 3 1024 m2

s21) in the deep, there are stacked jets, which seem to
be maintained mainly by vertical diffusion. This sug-
gests that equatorial stacked jets can exist as long as
there is a mechanism of sufficient diapycnal mixing.
Whether or not there is actually sufficient mixing in the
real ocean is an open question. Observations show that
there are vertically alternating zonal flows in the equa-
torial deep Pacific (Firing 1989; Johnson and Toole
1993). We do not, however, have data enough to de-
termine whether these flows are ‘‘stacked jets’’ found
in OGCMs or not.

Using the result of the 800-level model as a reference,
we have found the following characteristics of the two
advection schemes as applied to a thermally forced box
ocean. The centered difference scheme, in places where
strong vertical motion crosses strong stratification, tends
to lead to density overshoots and consequential artificial
convective adjustment, which makes the deep density
higher than that of the ‘‘true solution,’’ the solution of
the 800-level model. On the other hand, computational
diffusion associated with the weighted upcurrent scheme
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causes a more diffuse thermocline and less dense deep
water.

These characteristics of the two schemes also apply
to the World Ocean models. Ekman upwelling and
downwelling, which are absent in the idealized-basin
experiments, result in a large grid Péclet number: with
the centered scheme, numerical instability and ensuing
artificial convective adjustment in the equatorial Pacific
cause an unrealistic circulation there, although artificial
convection in the Greenland Sea and Weddell Sea has
little global effect because the vertical temperature and
salinity stratification is very weak there. The weighed
upcurrent scheme leads to a warmer deep water and
more diffuse thermocline. Both advection schemes thus
have merits and pitfalls.

To avoid the pitfalls, we need either to increase the
vertical resolution or to use a better advection scheme.
Necessary vertical resolution to satisfy the Péclet num-
ber criterion in most of the world ocean domain with a
vertical eddy diffusivity of ;0.5 3 1024 m2 s21 will be
less than 100 m below the depth of 3000 m and less
than 20 m above 1000 m. Even with such resolution,
however, effects of numerical dispersion associated with
the centered scheme will be significant near the surface
in the equatorial region (Oschlies 2000). In addition,
with a more realistic value of vertical eddy diffusivity,
;0.1 3 1024 m2 s21, in the main thermocline problems
with the centered scheme will be more serious (Hasumi
and Suginohara 1999).

It is therefore desired that efficient and accurate ad-
vection schemes such as MPDATA (Smolarkiewicz
1984) and UTOPIA/QUICKEST (Leonard et al. 1993)
be incorporated into OGCMs. Comparison of these
schemes with the centered difference scheme is found
in the companion paper, Hasumi and Suginohara (1999).
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