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ABSTRACT

Using a threshold criterion governing the onset of wave breaking, we derived an analytical expression for the
whitecap coverage of the ocean. This expression is a function of the wave steepness in terms of the significant
slope and the ratio of the frictional velocity of the wind to the phase velocity of the energy-containing waves.
Theoretically, this analytical expression works only for the narrowband wave field. However, the comparison
with the field data of Snyder et al. suggests that the present model could be applied to fresh wind-wave fields.
Since the present approach is based on the probability density function of wave breaking with or without wind
stress, it is believed that this analytical expression will offer a more reliable answer than the traditional empirical

formula.

1. Introduction

Oceanic whitecapping is a consequence of wave
breaking and occurs when a patch of white water, which
is the turbulent air-water mixture at the crest, runs
down the forward face of the wave (e.g., see Phillips,
1977; Cokelet, 1977). This event occurs only at the
crest of the larger waves, where higher local energy
density is available to produce such a violent motion.
Soon after breaking and releasing the excessive energy,
the wave crest will become rounded, and the local slope
will reduce. This change of the wave crest geometry
will allow part of the white foamy water to be swept
by the crest and degenerate into streaks of foam. Be-
cause the formation of whitecaps is a consequence of
the breaking, the existence or absence of the whitecaps
is a good indicator of the sea state. For example, white-
caps appear mostly in choppy fresh sea rather than in
swell-dominated conditions. The extent of whitecap
coverage has also been traditionally used by mariners
as a measure of the local wind strength, because fresh
waves are all generated by the local wind. This tradition
has even been carried over into the space age, for one
of the designated means of oceanic surface wind mea-
surement is by the passive microwave radiometer, a
device that senses the brightness temperature change
of the ocean surface due to whitecap and foam coverage
(e.g., see Lipes, 1982).

The relationship between whitecap coverage and the
local wind has been derived empirically through
hundreds of years of shipboard observations. Most of
these observations, however, cannot be classified as
scientifically rigorous. Recently, due to the need for
remote sensing, there have been renewed efforts to es-
tablish such a relationship on a firmer scientific ground.
Numerous trials have been reported in various articles,
with the most complete one being represented by the
result of Monahan and O’Muircheartaigh (1980), who
concluded that

W=295x107%y3>2 (1.1)

W=3.84X1075U>*, (1.2)

in which U is the wind speed in meters per second,
and W is the simple fraction of the sea surface covered
by whitecaps. The expression given in (1.1) was derived
using the ordinary least-square fitting, while (1.2) was
derived using the robust biweighted fitting of the same
dataset. While there is no denying that (1.1), (1.2), or
any other similar empirical formula could probably
give a reasonable approximate extent of the whitecap
coverage under a given local wind condition, difficulties
still exist.

Strictly speaking, the occurrence of whitecaps is a
consequence of wave breaking, and any attempt to de-
scribe it should at least be sea-state dependent. To
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put this statement in another way, we should ask: Is
the local wind the only mechanism to cause wave
breaking? If it is, then what is the condition of wind
to produce a local breaking in a deterministic case?
The answers to both these questions can be shown to
be negative. This implies that the empirical formulae
relating whitecap and wind lack generality and can only
be indirect. This is true because even in the open ocean,

wave breaking will be influenced by other mechanisms

that affect the local wave energy density, such as wave
current interactions at the strong current boundaries
(Kenyon, 1971; Phillips, 1977), sea surface boundary
stability, and the preexisting sea state (Phillips and
Banner, 1974). Under special conditions, the wind
can not even be considered as the primary cause of
whitecapping (e.g., see Valenzuela, et al., 1983)

Since whitecapping is produced by wave breaking,
it is only logical to seek the relationship between the
whitecap coverage and the criteria of wave breaking.
In fact, recent studies by Kennedy and Snyder (1983)
and Ochi and Tsai (1983) have clearly established the
relationship between wave breaking and the wave field
probability characteristics. Kennedy and Snyder (1983)
used an acceleration threshold criteria for wave break-
ing to relate the observed whitecap coverage in the field
to wave parameters with a high degree of success.
Ochi and Tsai (1983) adopted an amplitude criteria
that was applied to the amplitude period joint-proba-
bility distribution, When the method is applied to some
laboratory data, the results are also highly successful.
Indeed, it can be shown that the methods adopted by
Kennedy and Snyder, and Ochi and Tsai are equiva-
lent; they produced similar results, but also suffered
the same drawback in that both models of breaking
are based on the Gaussian statistics of the wave field.

Since whitecaps are produced by wave breaking at
the crest of the larger waves in fresh choppy seas, these
waves are likely to be steep and nonlinear, hence their
statistical properties are also more likely to be non-
Gaussian (Huang and Long, 1980; Huang et al., 1983,
1984). In this paper, we report an analytical model for
the whitecap coverage. The approach is based on a
threshold criterion applied to a statistical distribution
of the wave field originally proposed by Longuet-Hig-
gins (1969). The breaking criterion used here is based
on the one modified by Banner and Phillips (1974) to
include the effect of the surface drift current. More
importantly, the statistical model of the wave field is
non-Gaussian. The final result is compared with the
field data of Kennedy and Snyder (1983), and the
agreement is encouraging.

2. The statistical model

The statistical model of breaking waves proposed by
Longuet-Higgins (1969) was based on the classical the-
ory of waves. For a single wave train, breaking will
occur at the crest when the local acceleration at the
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peak reaches —1g. At this point, the limiting amplitude,
Gmax, 18 given by
(2.1a)

Amax®?

_ga
or
Omax = 8/207, (2.1b)

in which w is the wave frequency, and g the gravita-
tional acceleration. Equations (2.1a) and (2.1b) pro-
vided a link between the amplitude criterion and the
acceleration criterion for a narrowband wave field. For
a random wave field, Longuet-Higgins (1969) proposed
a characteristic maximum amplitude, a., as

= g/2u? (2.2)

in which ? is the characteristic frequency defined as

;if Hw)dw = f w*P(w)dw, 2.3)
where ¢(w) is the wave energy spectrum in terms of
frequency. For any wave in the wave field with an am-
plitude greater than a., breaking will occur; therefore,
the probability of breaking is given by

f N P(a)da, 2.4)

where P(a) is the probability density function for the
amplitude which was taken to be a Rayleigh distribu-
tion by Longuet-Higgins (1969).

The Rayleigh distribution has been shown to be a
very accurate model for a linear wave field by Longuet-
Higgins (1952) and Cartwright and Longuet-Higgins
(1956). Even for a strongly nonlinear wave field, it still
governs the amplitude distribution to the second order
of approximation as shown by Tayfun (1980). How-
ever, the justification for using a Rayleigh distribution
in the wave breaking computation is weak. In a strongly
nonlinear wave field, the distributions of the crest and
trough are different due to the harmonic distortion.
The fact that breaking occurs only at the crest of large
waves offers a perfect illustration of the asymmetric
nature of the breaking events along the wave profile.
Based on this observation, we propose a slight modi-
fication to the existing model by applying the breaking
criterion to Eq. (2.4) with the probability density func-
tion substituted by one that is for the crest amplitude
only.

In this section, we will first derive the probability
density function of the crest and trough amplitudes.
In doing so, we will only consider the strongly norilinear
effect in the sense as discussed by Schwartz and Fenton
(1982). Under this consideration, for a narrowband
wave field, the ocean surface can be represented by

¢=a cosx + a’k cos?x, 2.5)

where the amplitude, a, is Rayleigh distributed; the
phase function, x, uniformly distributed; and the
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wavenumber indicated by k. This model has been used
successfully by Tayfun (1980) and Huang et al. (1983,
1984) to study various non-Gaussian statistical prop-
erties of the nonlinear wave field.

According to this wave model, the crest and trough
amplitudes are given by

(2.6)

Even though the amplitude a is still Rayleigh distrib-
uted, 7 is not Rayleigh anymore. If we normalize 7
with respect to (a?)'/?, we have

n=a+a’k.

2
a a
1__ +

@@yt a0
If we define _
_ a/(a®)'*=x, (2.8)
then the density for x is
P(x)=2xe™™, (2.9)

according to Longuet-Higgins (1952).
In terms of this variable, the crest amplitude can be
written as

y=x+x*V20k, (2.10)

where o = (a?)"/%/V2 is the standard deviation of the
surface displacement to the third order. Therefore, k
is a measure of the surface steepness of the wave field,
which can be related to the significant slope, §, defined
by Huang and Long (1980), and Huang et al. (1981),
so that

27§ = ok.
From (2.10), we can solve x in terms of y to get
M= Ea( +4V20ky)'2
2V20k

for the crest amplitude. Then by the mapping theorem
(e.g., see Papoulis, 1984), we have

_(1+4V20ky) 2 -1
V2ok(1 + 4V20ky)

(1 +4V20ky)' 2 = 1\2
X exp| — 2.
exp[ ( 2V20k )] .12)

for the probability density function of the crest ampli-
gude. The corresponding density function for the trough
is

2.11

P(y)

(1-4V26kp)'2 -1
V2ok(1 —4V20kp)'2

(1= 4V20kp) ~ 1\
Xexp[ (—-———zﬁak )], (2.13)

where j = x — x?V20k is the trough amplitude.

P(y)=
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In using this statistical model, there is one difficulty
in the trough density function as given in Eq. (2.13),
i.e., when

1-4V20kj <0,

we may encounter imaginary numbers for the solution
of x. This limits the validity of the equation to a very
small range of values. Higher expansion will alleviate
this restriction somewhat, but the algebra will become
much more involved. A simple way out is to expand
the square-root terms to get the asymptotic expression
of P(¥) as

P()=2(5~ 3V20kp?) exp[—(§— V20k§?].  (2.14)
The use of (2.14) should not offer better accuracy but
simply circumvent the difficulty of having to deal with
the imaginary numbers in the density function. Since
we will not need the probability density function of
the trough in our computations, we will not discuss it
any further.

Having derived the analytic forms of the statistical
model, we can make comparisons with some experi-
mental data. The data used here are the same set as
reported in Huang et al. (1984) but processed differently
to satisfy the specific needs in the present cases. Dis-
tributions of crest and trough amplitudes are based on
the distance from the mean water level to the highest
and lowest points between two adjacent upgoing zero-
crossing points, and the wave amplitudes are based on
the mean of crest and trough amplitudes. Two sets of
typical density curves are presented in Figs. 1 and 2.
In each set of figures, (a) represents the wave amplitude,
(b) the crest amplitude, and (c) the trough amplitude.
As we can see from the figures, the Rayleigh distribution
fits the wave amplitude distribution very well, irre-
spective of the variations of the ok values. This is in
agreement with the conclusion of Longuet-Higgins
(1952, 1980). The distributions for the crest and trough
amplitudes, however, are quite different. The crest
(trough) amplitude becomes increasingly broad (nar-
row) as the ok value increases. This is clearly the con-
sequence of harmonic distortion, which produces sharp
crests and rounded-off troughs in the wave profile. The
nonzero density value near the zero amplitude is caused
by high-frequency noise in the data. But even with the
noise, the overall agreement between the data and the
model is remarkably good. This is especially true for
the tails of the crest amplitude, which are also the cru-
cial point in the breaking probability computation.

Since wave breaking occurs only at the crest, the
breaking probability should be defined as

o= Pway

Ye

(2.15)

where P(y) is given in Eq. (2.12), and the critical value
¥, is to be defined in the next section.
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FIG. 1. Probability density functions of (a) wave amplitude, (b)
crest amplitude, and (c) trough amplitude for ok = 0.0377.

3. The breaking criterion

In order to establish the breaking criterion, there are
several issues to be settled.

First, we have to determine the maximum amplitude
for a free gravity wave. According to the classical the-
ory, a surface gravity wave will break when the accel-
eration reaches —4g. Laboratory experimental studies
have consistently shown that the upper limit is some-
what lower than this theoretically established value.
For example, Danel (1952) and Ramberg et al. (1985)
gave the same equivalent critical value of —0.41g, while
Ochi and Tsai (1983) found the critical value to be
—0.39¢g. Furthermore, Ramberg et al. concluded from
their laboratory experiment that the onset of deep-water
wave breaking is determined by the criterion of local
wave steepness, and it is independent of the way the
waves reached such a state. If we convert the steepness
criterion to acceleration, then the statement by Ram-
berg et al. scems to be confirmed by the field resuits,
too. For the field study, Snyder et al. (1983) found the
critical value to lie between —0.3g and —0.5g statisti-
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cally, even for wind waves. Based on these data, we
decided to adopt a critical value of —0.4g as the break-
ing criterion. To accommodate the possible variation
and to preserve generality, we decided to introduce a

* coefficient, a, for the time being. Using this assumption,

one can easily show that the characteristic maximum
amplitude, a., given in Eq. (2.2) can be expressed as

a.= g/_2aw2. (3.1)
When o = 1, we have the classical result; when «
= 1.25, we have the result adopted for this study, which
is in the closest agreement with the recent observations.

Second, we must realize that the breaking of wind
waves is a little different from the breaking of free
waves. According to laboratory observations (e.g., see
Stoker, 1957), waves will break at a gentler steepness
under the influence of the wind. Banner and Phillips
(1974) have successfully modeled this effect and found
the wind-induced drift current to have a strong influ-
ence on the incipient breaking. According to their
model, the maximum amplitude will be modified by
a factor
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FIG. 2. As in Fig. 1 but with ok = 0.0829.
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(1 —@) (3.2)
Co

where ¢y is the phase velocity of the wave, and gy is the

drift current, which is usually fixed at one half of the

frictional velocity of the wind, u,. Consequently, for

arandom wave field, the characteristic maximum crest

amplitude will be
=5
2aw? 26)’

in which ¢, is the characteristic phase velocity of the
wave having the characteristic frequency. The specific
expression for ¢, will be defined after we have defined
the characteristic frequency.

Finally, we have to determine the characteristic fre-
quency, which depends on the spectral function
adopted. For this study, we have used the simplified
Wallops spectrum (Huang and Long, 1980) for its flex-
ibility and simplicity. The spectrum is given by

Bg?

(3.3)

a.=

=2 =
¢(w) wMwe> ™’ @= (3.4)
=0, w<wo
where 8 = (m — 1)(ck)?, and
_ [log(k/V2y?
log2
After some simple computation, we get
— [m-—1
w2 = (m — 3)(002
__[(m—=3\'?
co-—(m_ 1) Co (3.5)
Combining (3.3) and (3.5), we have
__ & (m=3\[ u,(m—1\'""P
e 2awg® (m - l)[1 2¢ (m - 3) IR (3'6?
In the normalized variable,
1 m-3 U, (m—1\"27
.= — Il - — . 3.7
y 2a‘/§gk(m_ 1)[ 2Co (m_3) i ( )

This is the breaking criterion for the crest amplitude
that we will use in the subsequent computations. Al-
though the criterion is in terms of crest amplitude, it
is equivalent to the acceleration criterion adopted by
Snyder et al. (1983); for, under the narrowband as-
sumption, (3.6) gives exactly the acceleration criterion

— _ 1/292
acwoz=-i-(:—_%)[l __ui(m_l) ] . (3.8)

2co\m—3
Having arrived at the breaking criterion, we can carry
out the integration in Eq. (2.15), with P(y) given in
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Eq. (2.12), and y, given in Eq. (3.7). The integration
is involved algebraically but is straightforward in prin-
ciple. The final result of the breaking probability can
be expressed simply as

0=3€% (3.9)

where

1 ([, _2(m=3
¢ 8a2k? a\m-—1

Uy (m—1\2P)2 2
X{l————= =1} .
[1 2co(m—3)

The quantity obtained in Eq. (3.9) is equivalent to the
probability of breaking at a point given by Snyder and
Kennedy (1983). However, Snyder and Kennedy used
the Gaussian statistical model; as a result, there was a
considerable difference between the analytic result and
the observed data. A comparison between the present
result and the data reported by Snyder et al. (1983) is
given in Fig. 3. Note that the independent variable is
the significant slope with the frictional wind velocity
entered as part of a parameter. Three lines of Q values
with ¢o/u, as parameter are given in the figure. Because
their experimental site was in a semienclosed bay, the
waves cannot grow to large amplitude and length. We
estimated the ¢p/u, values to be somewhere between
5 and 20. An additional line of ¢y/u, = oo is also given
as a limiting case for the no wind condition. Data from
Snyder et al. (1983, Tables 1 and 2) are plotted in the
figure. Although there is some scattering of the data,
it is no worse than the empirical formula based on the
wind speed alone. In this aspect, the agreement is en-
couraging.

4. Discussion

Wave breaking is an important phenomenon in al-
most all studies of the dynamics of the ocean surface
and the upper layer. Limited by available analytic tools,
most studies of breaking waves in a random wave field
have been empirical. Essentially, the breaking or the
whitecap coverage is related to the local wind speed.
Such results may fit special sets of observational data,
but they shed no light on the mechanism of breaking
and the generation of the whitecaps. The results of the
two recent studies of Snyder et al. (1983) and Ochi and
Tsai (1983) have pushed forward our understanding
of the breaking of random waves considerably. Both
of these studies showed the intimate relationship be-
tween wave breaking and sea state. Although the study
of Ochi and Tsai was confined to laboratory cases free
of the surface wind stress, the approach adopted by
them was new and seems more reasonable than the
simple height criterion for a narrowband sea. They
considered the finite bandwidth case and used the joint
distribution of wave elevation and period defined by
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F1G. 3. Comparison between the observed whitecap coverage as
reported by Snyder et al. (1983) and the computed values according
to Eq. (3.9).

the zero-crossing time. However, the statistical model
was still based on the Gaussian assumption. Since
breaking occurs only at the crest of the highly nonlinear
waves, we feel the nonlinear effect should be empha-
sized. In the present model, we have incorporated such
effects but left out the influences of finite bandwidth
and the joint distribution. Our justification is that
whitecaps are generated only by the violent breaking
of the larger waves; therefore, we can concentrate on
the energy-containing range of the wave spectrum,
where the narrowband assumption is usually accept-
able.

In the study by Snyder et al., field data of wind-
generated waves were reported. The importance of their
study lies not only on their high quality data collection
and analysis but, we feel, more on the fact that they
succeeded in establishing a definite relationship be-
tween whitecap coverage and the sea state by leaving
the wind stress out completely. As such, their study
contributed greatly toward the understanding of the
mechanism of whitecap formation. Limited by the
available analytic tools, they also adopted the Gaussian
statistical model for the surface acceleration. Since ac-
celeration is the second derivative of the surface ele-
vation, its spectrum will put an undue emphasis on
the high frequency range. Undoubtedly, small waves
are more likely to break, but it is the breaking at or
near the crests of the “larger” waves that generates the
whitecaps. For whitecap coverage computation, the
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breaking of the smaller waves is of no consequence
and its effects are negligible. Because of these consid-
erations, we feel our strategy of adopting the crest am-
plitude distribution is justifiable. In this amplitude ap-
proach, we are dealing only with the energy-containing
waves. That part of the spectrum can be adequately
approximated by the Wallops spectrum model. We also
included the effect of the surface wind drift, which can
be significant for low ¢, /u, cases. Such cases are usually
represented by the freshly developed or developing
stage when whitecap formation is most likely.

Taking everything into consideration, we feel that
the present result offers a workable model for whitecap
coverage computation. The result is at least as good
as the empirical formulae based on wind speed alone.
While we do not doubt the correlation between wind
speed and whitecap coverage, the premise that whitecap
coverage is a function of wind alone is unacceptable.
As we stated before, whitecaps are generated by break-
ing waves, but there are many causes that contribute
to wave breaking; effects such as current-wave inter-
action along the Gulf Stream or at the vicinity of a
coastal inlet are equally efficient in causing wave
breaking. Even if the wind waves are the only motions
present, the nonlinear nature of the wind-wave inter-
action seems to indicate that the initial conditions or
the state of the background waves play a critical role.
We do not think wind speed alone can fully parame-
terize the whole event of wave breaking either explicitly
or implicitly. Further studies along the present line of
investigation are of course needed. Most importantly,
the future efforts should include the finite bandwidth
effect, and the joint amplitude-frequency distribution.
Additionally, rigorous tests should be carried out to
establish whether breaking in the field is correctly
modeled by classical theory with the modification by
Banner and Phillips (1974). For example, it is known
that high wind can shear off the crest of a wave. The
significance of such phenomena has not been included,
but it should be investigated.

Finally, a brief discussion on the Banner-Phillips
breaking mechanism is in order. Shortly after publi-
cation of the paper by Banner and Phillips (1974), it
was pointed out by Wright (1976) that although the
augmentation of wave breaking by surface drift was
true, its effect was considerably smaller. Data from a
wave tank measured at a fetch of 2.7 m was used by
Wright to prove that the wave steepness indeed ex-
ceeded the limit set by the Banner-Phillips theory. In
order to shed some additional light on this controversy,
we used all the data collected in the Wallops Wind-
Wave Research Facility to check Wright’s claim by
plotting in Fig. 4 the theoretical upper limit on the
wave slope as a function of the surface drift speed as

2 2
gflc_w_‘: zv-é-kofms:(l —@) s
8 C

0
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FIG. 4. Testing of the Phillips—Banner breaking limit (solid line) with laboratory data, with (@)
and without (O) the Doppler frequency shift due to the surface drift current.

which can be reduced to

1 Uy \?
2§ =—ox(1—->]) .
5 2\/-2_(l 26‘0)

A total of 93 cases were used, which included pure
wind-generated waves and wind over mechanically
generated random waves (Huang et al., 1984). When
we plotted the observed values, the result was identical
to that of Wright; the experimental points went right
over the theoretical limit as given by (4.1).

In a close examination, however, we concluded that
using the observed values was not strictly correct. The
reason being that if surface drift does exist and cause
premature breaking, it can also cause a Doppler shift
of frequency. Consequently, the apparent quantities
such as the observed frequency and phase velocity need
corrections.

If we let the observed apparent frequency be 7, then

4.2)

4.1)

ﬁ=n+k-ud

in which n is the intrinsic frequency satisfying the dis-
persion relationship, and u, is the depth-averaged drift
current. Its value should depend upon the length of
the specific wave considered and be somewhat smaller
than g, used in (3.2). Here, for simplicity, we adopt

Ug= Uy [T

with r > 2. With this assumption, it can be easily shown
that the true values are

e tf(1 4 )]
c 2 gr

>\ 1/2
2uy gr

4.3)

ko= ko(no/Aip)?

For r = 2, the corrected values of u, /¢y and k, were
plotted again for the experimental data in the solid
symbols in Fig. 4. A few points still go over the theo-
retical limit, but they represent a small percentage of
the points, and the general trend of the data suggests
that the theoretical limit indeed offers a good first-order
approximation. Several explanations can be advanced
for the overshoot of the theory. First, at wave breaking,
the amplitude of the wave can be momentarily higher
than the theoretical limit (e.g., see Cokelet, 1977). Sec-
ond, there is some scattering in the data.

This Doppler shift should be more important for
Wright’s data because his fetch was extremely short,
but such correction was not included. It should be
pointed out that the Banner-Phillips mechanism is
only effective for short waves. For longer waves, the
value of

Ui/ = Uy [Co

will be too small to show its influerice in Egs. (3.6) and
(4.3). Under that condition, the actual limitation on
the mean steepness of the wave field will be limited by
other considerations as discussed by Huang (1985).
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This paper offers an alternative to the present models
for whitecap coverage computation; it incorporates
some improvements but also contains some deficien-
cies. Further refinements are still needed. The most
urgent ones are obviously those involving the breaking
criterion and the determination of the proper Doppler
shift in the dispersion relationship correction. Only ex-
tremely simple solutions of both these problems are
employed here to show that the Banner-Phillips
breaking mechanism and the non-Gaussian statistical
model are both relevant modifications; they should be
properly accounted for in the wave breaking studies.

5. Conclusions

Based on the results presented here, we believe that
we have derived an analytic expression for oceanic
whitecap coverage as a function of both sea state and
surface wind stress. Although limitations exist, such as
the narrowband assumption, idealized breaking crite-
rion, and simple Doppler shift correction, etc., we think
this new model offers a better solution in parameter-
izing the whitecap coverage as a function of the envi-
ronmental variables. More field tests with complete
and accurate measurements of the whitecap coverage
statistics, together with the sea state and the wind stress,
are urgently needed to firmly test this and other models.
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