Solving some functional and operational equations
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Abstract. In the present work we recall some improved versions of some
general results first published in [14], concerning the functional equation
g = go f (g is a given function or operator, f being the ”unknown”
function, respectively operator). Further, we solve a special functional
equation, when g(z) = 27'd*,z > 0,d € R,d > 1. The corresponding so-
lution f has interesting special qualities related to prime positive integers.
The related operational equation is solved.
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1 Introduction

If g is a C™ function, n > 1, which satisfies some conditions required by the implicit
function theorem for G (z,y) := g (z) — g (v) at (zo,%0) ,Zo 7 Yo, then the equation

(1.1) 9(x) =g (f(2)), x € Vy

has a C™ nontrivial solution in a neighborhood of xy. There is a special case of
equation (1.1), when g : A € X — X, (A = A; U A,, where A4;, A, are convex
subsets of an order-complete vector lattice X) , ¢ is a convex operator on a convex
set C' containing A, which satisfies some conditions (see [14, Theorem 1.10] or its
version from [10]-[13] and [15]), when the solution f is a decreasing function (operator)
f:A— A, such that f~! = f and the unique fixed point of f is the minimum point
of g.

Moreover, some formulae (with a geometric meaning) can be used to ”construct”
the solution f (see Theorems 2.1 and its abstract operatorial version [14, Theorem
1.10]). These formulae involve only the order structure of an (order) complete vector
lattice.

In some applications, one uses order complete vector lattices which are also com-
mutative Banach algebras of operators. To verify the general-type conditions from
[14, Theorem 1.10] for such special spaces X and special operators g, one uses differ-
ential calculus, convexity and functional calculus related to inequalities (Theorem 3.2
of the present work).
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In the real scalar case (g : I C R — R), more information on f are obtained (The-
orems 2.1, 3.1). Such type results were first published in [14], and then improved and
applied in [10]-[13] and in [15]. For an approach to the complex case, see [13].

2 General results

Many analytic elementary functions satisfy (on some intervals I C R) the hypothesis
of the following theorem. In [14, Fig.1], the geometric meaning of equation (2.1) is
clear.

Theorem 2.1. Let u,v € R, u < v, a €]u,v[; let g :Ju,v[— R be a continuous
function. Assume that:

(a) there exist lifng (x) = h%ng () =X € R;

(b) g 7 decreases” (strictly) in the interval |u,a), and is (strictly) increasing in the
interval [a, v].
Then there exists a strictly decreasing function f :Ju,v[— [u,v], such that

(2.1) g9(@) =g (f (), ¥V €luv]

and f has the following qualities:

(i) hmf( ) =, limf (x) = u;

(ii) a zs the unique ﬁxed point of f;

(iii) f~' = f in Ju,v[;

(iv) f is continuous in Ju,v; (v) if g € C™ (Ju,v[\{a}),n € Z4 U {cx}, then
fec(lu,v\{a});

(vi) if g is derivable in Ju,v]\ {a}, so is f;

(vii) if f € CY(Ja —e,a + €[ (for an e > 0), then f'(a) = —1;

(viil) if g is analytic at a,then f is derivable at a and f' (a) = —1;

(ix) if g € C3(Ju,v[\{a}),g” (a) # 0, and there ezist py = lim f'(z), py =

r—a

i 7 2 3 . 2 9(3)( )
lim 7 (2) € R, then [ € C* (Ju,v[) N C* (Ju, v\ {a}) and f” (a) = =3 - R

(x) let g, =g ’[am[v go == g|]u ol then we have the following constructive formulae

for f(x):
f(@o) = (97" 0 ge) (x0) = sup{= € [a,v[; 9r (z) < ge (x0)}, V o E]u, a],

f(@o) = (97" 0 gr) (20) = inf {x €]u, af; ge (x) < gr (w0)}, ¥ 20 € [a,0]:

In Section 3 we will apply the ”abstract operational” version of Theorem 2.1, [14,
Theorem 1.10].

3 Applications
The next result is partially obtained from Theorem 2.1, applied to g (v) = 2~ 1d%, z >

0, d > 1. This special function g and (2.1) lead to special qualities of the solution ,
such as those mentioned at 7) and 6) from below.
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Theorem 3.1. Let d €]1,00[. There exists a (strictly) decreasing function f :
10, 00[—]0, 00|, such that

and f has the following qualities:
1) h?olf () = oo, liTmf (x) = 0;

1
2) a:= nd is the unique fized point of f;

1 1
-1 _ : . o) ; / - _1-
3) f7'=fin]0,x[;4) feC <]O,oo[ lnd) and there exists f <lnd> 1;
5) we have the following formulae for f (x) :

1 d® _ d* 1
= > < V. 0, —
f (@o) SuP{x_lnd’ r = xo}’ %0 €] 7lnd}7
1. d®  d* 1
= inf 0,—];— < Vo > —:
f (@) = in {xe] ’lnd}’ r ~ xo}’ xo_lnd’
6) the asymptotic behaviour of f is given by:
z f(=z)
lim f(z)d = lim wd =1;
xr—00 x x—0 f(aj)

7 ifd,x € Z, d,x > 2 are prime numbers, then f(x) is a rational number if and
only if d = x =2 and, in this case, we have f(2) = 1.

The next result is partially an application of [14, Theorem 1.10], but also of some
results related to bounded self-adjoint operators on Hilbert spaces.

Let H be a Hilbert space, and A = A(H) the real vector space of all linear
bounded self-adjoint operators acting on H. Let T € A (H). Define

A=A (T)={Aec A(H); AT =TA}
X:=X(T)={Uec A;UA=AU, VA e A}
Xy ={UeX;{U((h),h) >0, Vhe H}.

It is known that X is an order-complete vector lattice and a commutative algebra of
operators (see [2, pp. 303-305]).
Theorem 3.2. Let d €]1,00],
1
Ind
A, :={U € X;0(U) Clay,o0[} U{a1l},

ay = A ={U e X :0U) Cl0,a1[} U{a1l}

where o (U) is the spectrum of U, and I : H — H is the identily operator.
Denote a == a1l € AyNA, and A= Ay U A,.
Then there exists a strictly decreasing map F : A — A, such that

U~tdY = [F(U))df @, vUueA
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and F has the following properties:
(i) a = a11 is the unique fized point of F;
(ii) F is invertible and F~1 = F on A;
(iii) F' can be ”constructed” by formulae:

F(Up) =sup{U € A,;U'dY < Uy d"}, V Uy € A,
F(Up) =inf {U € AU 'd” <Uy'd"}, VU € A,.

1
Proof. We apply [14, Theorem 1.10] to X,a = a1 = ml, Ay, A, A defined above
andtog: A— X,
g(U) =U"1dY =Utexp(Ulnd) =

—1 — Un_l n
=U+) —— (nd)".
n=1 :

In [14, pp. 79-80], we proved that U — U™, n > 1, is convex on X;. To prove

that g¢ := g |a,,9» = g |a, are convex, it is sufficient to prove that g is convex in
n—1

oo
C:={U € X;0(U) C]0,00[} D A. To do this, since Z
n=1
supremum of convex operators, it remains to show that U —— U~ is convex in C.

Let Uy, Us € C, A € [0,1]. We have to show that

— (In d)" is convex as a
n!

(3.1) [(L=N UL+ Ao < (A=A U7 4+ AU

Since Uy, Us are positive and invertible and X is a commutative algebra, the
inequality (3.1) is equivalent to:

(=N + A7 < (1= N U7 W+ AT = (1= ) (U3 ) + AL A € [0, 1].
Thus we have to prove that

(3.2) [(I=NU+X]"<A-NUT+ AL, e[0,1],U €C.

Let u €]0,00[ and X € [0, 1]. By the convexity of the elementary function z —— =1

in ]0, ool it follows that:
(3.3) (I=Nu+A""<A=Nut+1Ae[0,1],u €]0, 00

Since o (U) CJ0,00[, we can integrate the last inequality (3.3) on o (U), with
respect to the spectral measure associated to U, which is positive. Thus (3.3) leads
to (3.2), which is equivalent to (3.1), so that the convexity of gy, g, is proved.

On the other hand we have:

g ()] (V)=[-U2d" +U"d"Ind] - V=U2d" [Ulnd—1]-V,U € A,V € X.

1
I=0<U<—I=a=Ulhd-I1<0=

1
If U € A\ {a11}, then: o (U) C]O, — nd

Ind
(Ulnd-1)V <0,VV € X,.
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We also have: o (Ulnd —1I) = ¢ (0 (U)), where ¢ (t) =tlnd —1 < 0,Vt € o (U).
Hence o (Ulnd — 1) =0 (¢ (U)) = ¢ (o (U)) C] — o0,0][.
This yields: Ulnd — I is invertible and o {(Ulnd— I)_l =[o(Ulnd - I)]_l C

] — 00,0[. Thus (Ulnd —I)"" < 0 and we have
g (U) € —Izom, (X),VU € A\ {a1l}.

Similarly, ¢’ (U) € Izomy (X),VU € A\ {a1l}.
To finish the proof we only have to verify the last condition of [14, Theorem 1.10]:

R (ge) = R(gr)-

Let g¢ (U1) € R(ge),Ur € A\{a1I}. Let f :]0,00[—]0,00[ be the function of
Theorem 3.1. Let
Us := F(Uy) := / f(t)dey, (1),
o(Ur)
where dp,, is the spectral measure attached to U;. Using the fact that f is strictly

1 1
decreasing and a; = nd is the fixed point of f,it is clear that f applies ]0, m[ onto
n n
1

]m7 ool.
Using this, one obtains :

1

o (Uz) =0 (F(th)) = f (o0 (Uh)) €l o0,

1
because of: Uy C Ay\ {a1l} is equivalent to o (Uy) C]0, —[. Thus Uz € A\ {a1]}.

Ind
‘We have 1
ge (1) = g (f (w)) ¥ € o (1) €J0, 1.

By Theorems 2.1, 3.1, and integrating on o (U;), with respect to dp,, , we obtain:

g¢ (Ur) = g (F (Uh)) = gr (U2) € R(g,) -

Thus R(ge) C R(gr). Similarly, R(g,) C R(g¢). Applying [14, Theorem 1.10], the
conclusion follows. ]
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