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#### Abstract

In the present work we recall some improved versions of some general results first published in [14], concerning the functional equation $g=g \circ f(g$ is a given function or operator, $f$ being the "unknown" function, respectively operator). Further, we solve a special functional equation, when $g(x)=x^{-1} d^{x}, x>0, d \in \mathbb{R}, d>1$. The corresponding solution $f$ has interesting special qualities related to prime positive integers. The related operational equation is solved.


M.S.C. 2000: 26A06, 26A09, 26A48, 26A51, 26D07, 26D15, 47A60, 47A63, 11A41, 11 D61. Key words: functional equations, functions of a real variable, decreasing functions with interesting properties vis-a-vis to primes, operational equations related to convex operators.

## 1 Introduction

If $g$ is a $C^{n}$ function, $n \geq 1$, which satisfies some conditions required by the implicit function theorem for $G(x, y):=g(x)-g(y)$ at $\left(x_{0}, y_{0}\right), x_{0} \neq y_{0}$, then the equation

$$
\begin{equation*}
g(x)=g(f(x)), x \in V_{x_{0}} \tag{1.1}
\end{equation*}
$$

has a $C^{n}$ nontrivial solution in a neighborhood of $x_{0}$. There is a special case of equation (1.1), when $g: A \subset X \rightarrow X,\left(A=A_{l} \cup A_{r}\right.$, where $A_{l}, A_{r}$ are convex subsets of an order-complete vector lattice $X$ ), $g$ is a convex operator on a convex set $C$ containing $A$, which satisfies some conditions (see [14, Theorem 1.10] or its version from [10]-[13] and [15]), when the solution $f$ is a decreasing function (operator) $f: A \rightarrow A$, such that $f^{-1}=f$ and the unique fixed point of $f$ is the minimum point of $g$.

Moreover, some formulae (with a geometric meaning) can be used to "construct" the solution $f$ (see Theorems 2.1 and its abstract operatorial version [14, Theorem 1.10]). These formulae involve only the order structure of an (order) complete vector lattice.

In some applications, one uses order complete vector lattices which are also commutative Banach algebras of operators. To verify the general-type conditions from [14, Theorem 1.10] for such special spaces $X$ and special operators $g$, one uses differential calculus, convexity and functional calculus related to inequalities (Theorem 3.2 of the present work).

[^0]In the real scalar case $(g: I \subset \mathbb{R} \rightarrow \mathbb{R}$ ), more information on $f$ are obtained (Theorems 2.1, 3.1). Such type results were first published in [14], and then improved and applied in [10]-[13] and in [15]. For an approach to the complex case, see [13].

## 2 General results

Many analytic elementary functions satisfy (on some intervals $I \subset \mathbb{R}$ ) the hypothesis of the following theorem. In [14, Fig.1], the geometric meaning of equation (2.1) is clear.

Theorem 2.1. Let $u, v \in \overline{\mathbb{R}}, u<v, a \in] u, v[$; let $g:] u, v[\rightarrow \mathbb{R}$ be a continuous function. Assume that:
(a) there exist $\lim _{x \downarrow u} g(x)=\lim _{x \uparrow v} g(x)=\lambda \in \overline{\mathbb{R}}$;
(b) $g$ "decreases" (strictly) in the interval $] u, a]$, and is (strictly) increasing in the interval $[a, v[$.

Then there exists a strictly decreasing function $f:] u, v[\rightarrow[u, v[$, such that

$$
\begin{equation*}
g(x)=g(f(x)), \forall x \in] u, v[ \tag{2.1}
\end{equation*}
$$

and $f$ has the following qualities:
(i) $\lim _{x \downarrow u} f(x)=v, \lim _{x \uparrow v} f(x)=u$;
(ii) $a$ is the unique fixed point of $f$;
(iii) $f^{-1}=f$ in $] u, v[$;
(iv) $f$ is continuous in $] u, v\left[\right.$; (v) if $g \in C^{n}(] u, v[\backslash\{a\}), n \in \mathbb{Z}_{+} \cup\{\infty\}$, then $f \in C^{n}([u, v[\backslash\{a\}) ;$
(vi) if $g$ is derivable in $] u, v[\backslash\{a\}$, so is $f$;
(vii) if $f \in C^{1}(] a-\varepsilon, a+\varepsilon\left[(\right.$ for an $\varepsilon>0)$, then $f^{\prime}(a)=-1$;
(viii) if $g$ is analytic at a,then $f$ is derivable at a and $f^{\prime}(a)=-1$;
(ix) if $g \in C^{3}(] u, v[\backslash\{a\}), g^{\prime \prime}(a) \neq 0$, and there exist $\rho_{1}:=\lim _{x \rightarrow a} f^{\prime}(x), \rho_{2}:=$ $\lim _{x \rightarrow a} f^{\prime \prime}(x) \in \mathbb{R}$, then $\left.f \in C^{2}(] u, v[) \cap C^{3}(] u, v \backslash \backslash\{a\}\right)$ and $f "(a)=-\frac{2}{3} \cdot \frac{g^{(3)}(a)}{g^{\prime \prime}(a)}$;
(x) let $g_{r}:=\left.g\right|_{[a, v[ }, g_{\ell}:=\left.g\right|_{] u, a]}$; then we have the following constructive formulae for $f(x)$ :

$$
\begin{aligned}
& f\left(x_{0}\right)=\left(g_{r}^{-1} \circ g_{\ell}\right)\left(x_{0}\right)=\sup \left\{x \in\left[a, v\left[; g_{r}(x) \leq g_{\ell}\left(x_{0}\right)\right\}, \forall x_{0} \in\right] u, a\right], \\
& \left.\left.f\left(x_{0}\right)=\left(g_{\ell}^{-1} \circ g_{r}\right)\left(x_{0}\right)=\inf \{x \in] u, a\right] ; g_{\ell}(x) \leq g_{r}\left(x_{0}\right)\right\}, \forall x_{0} \in[a, v[.
\end{aligned}
$$

In Section 3 we will apply the "abstract operational" version of Theorem 2.1, [14, Theorem 1.10].

## 3 Applications

The next result is partially obtained from Theorem 2.1, applied to $g(x)=x^{-1} d^{x}, x>$ $0, d>1$. This special function $g$ and (2.1) lead to special qualities of the solution, such as those mentioned at 7) and 6) from below.

Theorem 3.1. Let $d \in] 1, \infty[$. There exists a (strictly) decreasing function $f$ : $] 0, \infty[\rightarrow] 0, \infty[$, such that

$$
\frac{d^{x}}{x}=\frac{d^{f(x)}}{f(x)}, \forall x>0
$$

and $f$ has the following qualities:

1) $\lim _{x \downarrow 0} f(x)=\infty, \lim _{x \uparrow \infty} f(x)=0$;
2) $a:=\frac{1}{\ln d}$ is the unique fixed point of $f$;
3) $f^{-1}=f$ in $] 0, \infty\left[\right.$ 4) $f \in C^{\infty}(] 0, \infty\left[\backslash \frac{1}{\ln d}\right)$ and there exists $f^{\prime}\left(\frac{1}{\ln d}\right)=-1$;
4) we have the following formulae for $f(x)$ :

$$
\begin{aligned}
& \left.\left.f\left(x_{0}\right)=\sup \left\{x \geq \frac{1}{\ln d} ; \frac{d^{x}}{x} \leq \frac{d^{x_{0}}}{x_{0}}\right\}, \forall x_{0} \in\right] 0, \frac{1}{\ln d}\right] \\
& \left.\left.f\left(x_{0}\right)=\inf \{x \in] 0, \frac{1}{\ln d}\right] ; \frac{d^{x}}{x} \leq \frac{d^{x_{0}}}{x_{0}}\right\}, \forall x_{0} \geq \frac{1}{\ln d}
\end{aligned}
$$

6) the asymptotic behaviour of $f$ is given by:

$$
\lim _{x \rightarrow \infty} \frac{f(x) d^{x}}{x}=\lim _{x \rightarrow 0} \frac{x d^{f(x)}}{f(x)}=1
$$

7) if $d, x \in \mathbb{Z}, d, x \geq 2$ are prime numbers, then $f(x)$ is a rational number if and only if $d=x=2$ and, in this case, we have $f(2)=1$.

The next result is partially an application of [14, Theorem 1.10], but also of some results related to bounded self-adjoint operators on Hilbert spaces.

Let $H$ be a Hilbert space, and $\mathcal{A}=\mathcal{A}(H)$ the real vector space of all linear bounded self-adjoint operators acting on $H$. Let $T \in \mathcal{A}(H)$. Define

$$
\begin{gathered}
\mathcal{A}_{1}=\mathcal{A}_{1}(T)=\{A \in \mathcal{A}(H) ; A T=T A\} \\
X:=X(T):=\left\{U \in \mathcal{A}_{1} ; U A=A U, \forall A \in \mathcal{A}_{1}\right\} \\
X_{+}:=\{U \in X ;\langle U(h), h\rangle \geq 0, \forall h \in H\}
\end{gathered}
$$

It is known that $X$ is an order-complete vector lattice and a commutative algebra of operators (see [2, pp. 303-305]).

Theorem 3.2. Let $d \in] 1, \infty[$,

$$
\begin{gathered}
a_{1}:=\frac{1}{\ln d}, A_{\ell}:=\{U \in X: \sigma(U) \subset] 0, a_{1}[ \} \cup\left\{a_{1} I\right\} \\
A_{r}:=\{U \in X ; \sigma(U) \subset] a_{1}, \infty[ \} \cup\left\{a_{1} I\right\},
\end{gathered}
$$

where $\sigma(U)$ is the spectrum of $U$, and $I: H \rightarrow H$ is the identity operator.
Denote $a:=a_{1} I \in A_{\ell} \cap A_{r}$ and $A:=A_{\ell} \cup A_{r}$.
Then there exists a strictly decreasing map $F: A \rightarrow A$, such that

$$
U^{-1} d^{U}=[F(U)]^{-1} d^{F(U)}, \forall U \in A
$$

and $F$ has the following properties:
(i) $a=a_{1} I$ is the unique fixed point of $F$;
(ii) $F$ is invertible and $F^{-1}=F$ on $A$;
(iii) $F$ can be "constructed" by formulae:

$$
\begin{aligned}
& F\left(U_{0}\right)=\sup \left\{U \in A_{r} ; U^{-1} d^{U} \leq U_{0}^{-1} d^{U_{0}}\right\}, \forall U_{0} \in A_{\ell} \\
& F\left(U_{0}\right)=\inf \left\{U \in A_{\ell} ; U^{-1} d^{U} \leq U_{0}^{-1} d^{U_{0}}\right\}, \forall U_{0} \in A_{r}
\end{aligned}
$$

Proof. We apply [14, Theorem 1.10] to $X, a=a_{1} I=\frac{1}{\ln d} I, A_{\ell}, A_{r}, A$ defined above and to $g: A \rightarrow X$,

$$
\begin{aligned}
g(U) & :=U^{-1} d^{U}=U^{-1} \exp (U \ln d)= \\
& =U^{-1}+\sum_{n=1}^{\infty} \frac{U^{n-1}}{n!}(\ln d)^{n}
\end{aligned}
$$

In [14, pp. 79-80], we proved that $U \longmapsto U^{n}, n \geq 1$, is convex on $X_{+}$. To prove that $g_{\ell}:=\left.g\right|_{A_{\ell}}, g_{r}:=\left.g\right|_{A_{r}}$ are convex, it is sufficient to prove that $g$ is convex in $C:=\{U \in X ; \sigma(U) \subset] 0, \infty[ \} \supset A$. To do this, since $\sum_{n=1}^{\infty} \frac{U^{n-1}}{n!}(\ln d)^{n}$ is convex as a supremum of convex operators, it remains to show that $U \longmapsto U^{-1}$ is convex in $C$.

Let $U_{1}, U_{2} \in C, \lambda \in[0,1]$. We have to show that

$$
\begin{equation*}
\left[(1-\lambda) U_{1}+\lambda U_{2}\right]^{-1} \leq(1-\lambda) U_{1}^{-1}+\lambda U_{2}^{-1} \tag{3.1}
\end{equation*}
$$

Since $U_{1}, U_{2}$ are positive and invertible and $X$ is a commutative algebra, the inequality (3.1) is equivalent to:

$$
\left[(1-\lambda) U_{1} U_{2}^{-1}+\lambda I\right]^{-1} \leq(1-\lambda) U_{1}^{-1} U_{2}+\lambda I=(1-\lambda)\left(U_{1} U_{2}^{-1}\right)^{-1}+\lambda I, \lambda \in[0,1]
$$

Thus we have to prove that

$$
\begin{equation*}
[(1-\lambda) U+\lambda I]^{-1} \leq(1-\lambda) U^{-1}+\lambda I, \lambda \in[0,1], U \in C \tag{3.2}
\end{equation*}
$$

Let $u \in] 0, \infty\left[\right.$ and $\lambda \in[0,1]$. By the convexity of the elementary function $x \longmapsto x^{-1}$ in $] 0, \infty[$, it follows that:

$$
\begin{equation*}
\left.[(1-\lambda) u+\lambda]^{-1} \leq(1-\lambda) u^{-1}+\lambda, \lambda \in[0,1], u \in\right] 0, \infty[ \tag{3.3}
\end{equation*}
$$

Since $\sigma(U) \subset] 0, \infty[$, we can integrate the last inequality (3.3) on $\sigma(U)$, with respect to the spectral measure associated to $U$, which is positive. Thus (3.3) leads to (3.2), which is equivalent to (3.1), so that the convexity of $g_{\ell}, g_{r}$ is proved.

On the other hand we have:

$$
\left[g^{\prime}(U)\right](V)=\left[-U^{-2} d^{U}+U^{-1} d^{U} \ln d\right] \cdot V=U^{-2} d^{U}[U \ln d-I] \cdot V, U \in A, V \in X
$$

If $U \in A_{\ell} \backslash\left\{a_{1} I\right\}$, then: $\left.\sigma(U) \subset\right] 0, \frac{1}{\ln d} I\left[\Rightarrow 0<U<\frac{1}{\ln d} I=a \Rightarrow U \ln d-I<0 \Rightarrow\right.$ $(U \ln d-I) V \leq 0, \forall V \in X_{+}$.

We also have: $\sigma(U \ln d-I)=\varphi(\sigma(U))$, where $\varphi(t)=t \ln d-1<0, \forall t \in \sigma(U)$. Hence $\sigma(U \ln d-I)=\sigma(\varphi(U))=\varphi(\sigma(U)) \subset]-\infty, 0[$.

This yields: $U \ln d-I$ is invertible and $\sigma\left[(U \ln d-I)^{-1}\right]=[\sigma(U \ln d-I)]^{-1} \subset$ $]-\infty, 0\left[\right.$. Thus $(U \ln d-I)^{-1}<0$ and we have

$$
g^{\prime}(U) \in-\operatorname{Izom}_{+}(X), \forall U \in A_{\ell} \backslash\left\{a_{1} I\right\}
$$

Similarly, $g^{\prime}(U) \in \operatorname{Izom}_{+}(X), \forall U \in A_{r} \backslash\left\{a_{1} I\right\}$.
To finish the proof we only have to verify the last condition of [14, Theorem 1.10]:

$$
R\left(g_{\ell}\right)=R\left(g_{r}\right)
$$

Let $g_{\ell}\left(U_{1}\right) \in R\left(g_{\ell}\right), U_{1} \in A_{\ell} \backslash\left\{a_{1} I\right\}$. Let $\left.f:\right] 0, \infty[\rightarrow] 0, \infty[$ be the function of Theorem 3.1. Let

$$
U_{2}:=F\left(U_{1}\right):=\int_{\sigma\left(U_{1}\right)} f(t) d_{E_{U_{1}}}(t),
$$

where $d_{E_{U_{1}}}$ is the spectral measure attached to $U_{1}$. Using the fact that $f$ is strictly decreasing and $a_{1}=\frac{1}{\ln d}$ is the fixed point of $f$,it is clear that $f$ applies $] 0, \frac{1}{\ln d}$ [ onto $] \frac{1}{\ln d}, \infty[$ Using this, one obtains :

$$
\left.\sigma\left(U_{2}\right)=\sigma\left(F\left(U_{1}\right)\right)=f\left(\sigma\left(U_{1}\right)\right) \subset\right] \frac{1}{\ln d}, \infty[
$$

because of: $U_{1} \subset A_{\ell} \backslash\left\{a_{1} I\right\}$ is equivalent to $\left.\sigma\left(U_{1}\right) \subset\right] 0, \frac{1}{\ln d}\left[\right.$. Thus $U_{2} \in A_{r} \backslash\left\{a_{1} I\right\}$. We have

$$
\left.g_{\ell}\left(u_{1}\right)=g_{r}\left(f\left(u_{1}\right)\right), \forall u_{1} \in \sigma\left(U_{1}\right) \subset\right] 0, \frac{1}{\ln d}[.
$$

By Theorems 2.1, 3.1, and integrating on $\sigma\left(U_{1}\right)$, with respect to $d_{E_{U_{1}}}$, we obtain:

$$
g_{\ell}\left(U_{1}\right)=g_{r}\left(F\left(U_{1}\right)\right)=g_{r}\left(U_{2}\right) \in R\left(g_{r}\right) .
$$

Thus $R\left(g_{\ell}\right) \subset R\left(g_{r}\right)$. Similarly, $R\left(g_{r}\right) \subset R\left(g_{\ell}\right)$. Applying [14, Theorem 1.10], the conclusion follows.
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