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Abstract. The use of ro-vibronic spectra of I2 in the re-
gion of 543 nm to 578 nm as reference spectra for atmo-
spheric Differential Optical Absorption Spectroscopy is stud-
ied. It is shown that the retrieval of atmospheric col-
umn densities with Differential Optical Absorption Spec-
troscopy set-ups at FWHM at and above 1 nm depends crit-
ically on the column density, under which the used refer-
ence spectrum was recorded. Systematic overestimation of
the comparatively low atmospheric column density of I2 of
the order of 13% is possible. Under low pressure condi-
tions relevant in laboratory studies, the systematic devia-
tions may grow up to 45%. To avoid such effects with
respect to field measurements, new reference spectra of
I2 were determined under column density of the order of
1016cm−2 close to that expected for an atmospheric mea-
surement. Two typical configurations of Differential Opti-
cal Absorption Spectroscopy, which use grating spectrome-
ters, were chosen for the spectroscopic set-up. One spec-
trum was recorded at similar resolution (0.25 nm FWHM)
but finer binning (0.035 nm/pixel) than previously published
data. For the other (0.59 nm FWHM, 0.154 nm/pixel) no
previously published spectra exist. Wavelength calibration
is accurate to±0.04 nm and±0.11 nm respectively. The
absorption cross section for the recordings was determined
under low column density with an accuracy of±4% and
±3% respectively. The absolute absorption cross section
of I2 at 500 nm (wavelength: in standard air) in the con-
tinuum absorption region was determined using a method
independent of iodine vapour pressure. Obtained was
σI2(500 nm)=(2.186±0.021)·10−18 cm2 in very good agree-
ment with previously published results, but at 50% smaller
uncertainty. From this and previously published results a
weighted average ofσI2(500 nm)=(2.191±0.02)·10−18cm2 is
determined.
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(peterspietz@iup.physik.uni-bremen.de)

1 Introduction

Descriptions of resolution related issues in the ro-vibronic
spectrum of I2 have been reported frequently in the past.
Vogt and Koenigsberger (1923) studied the extinction co-
efficient of iodine vapour in the visible and infrared. They
observed strong variation of extinction with temperature, I2
concentration1 and foreign gas pressure and reported a clear
non-linear behaviour of extinction with respect to concen-
tration – i.e. a deviation from Beer-Lambert’s law. Rabi-
nowitch and Wood (1936) determined the transition region
between the continuous part of the spectrum below 500 nm
and the structured part above 500 nm by varying foreign
gas pressure. This left the continuous part of the spec-
trum unchanged while the structured part changed its ap-
parent extinction significantly. They distinguished clearly
between changes due to unresolved rotational lines and ef-
fects caused by pressure induced line broadening. Kortüm
and Friedmann (1947) recorded the banded region at mod-
erate resolution, relating the observed structure also to the
unresolved rotational lines. They also distinguished between
pressure induced and concentration induced changes in ob-
served extinction. Ogryzlo and Thomas (1965) proved that
the observed pressure dependence of the I2 absorption spec-
trum above 500 nm indeed results from pressure broaden-
ing of the rotational lines. Tellinghuisen (1973) thoroughly
studied the extinction coefficient of I2 in the visible and
NIR under low resolution and resolved the observed spec-
trum into three transitions A(351u)←X(160g+), C(151u)←

X(160g+), and B(350u+)← X(160g+) (see Gray et al., 2001
for labelling of transitions). Today the ro-vibronic spectrum
of I2 is well documented by high-resolution measurements

1In some publications the misleading wording “pressure depen-
dence of the I2 spectrum” was used when relating to I2 concentra-
tion. In the absence of bath gas, [I2] was varied by varying tempera-
ture and thereby vapour pressure. This should not be mixed up with
“pressure dependence” resulting from the presence of a foreign gas.
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(Gerstenkorn and Luc 1977a, 1977b, 1978, Gerstenkorn et
al., 1982, Kato et al., 2000) and I2 absorption lines are used
as easily accessible wavelength calibration standards (e.g.
Marcy and Butler 1992).

But quantitative spectroscopy of I2 in the said region and
under low resolution conditions is still difficult. Because of
unresolved ro-vibronic structure each low-resolution spec-
troscopic measurement is dominated by instrumental arte-
facts. Under such conditions optical density (OD) is not
linear in concentration, when calculated by applying Beer-
Lambert’s law directly to detector outputs, as in that case the
Beer-Lambert’s law is applied to arguments, which are not
monochromatic intensities (to which the Beer-Lambert law
applies), but to convoluted quantities originating from inten-
sities at different wavelengths. Quantitative spectroscopy,
which uses low-resolution laboratory spectra of I2 as ref-
erence data, is limited if not impeded by this. Interest in
reference spectra of I2 covering the ro-vibronic region arose
(Saiz-Lopez et al., 2004) after the observation of consider-
able amounts of I2 in Differential Optical Absorption Spec-
troscopy measurements (DOAS, see e.g. Perner and Platt
(1979), Finlayson-Pitts and Pitts (2000) and Solomon et al.
(1987) on zenith sky absorption measurements) in the marine
boundary layer at Mace Head, Ireland (Saiz-Lopez and Plane
2004).

With respect to the absorption cross section of I2 at
500 nm, i.e. outside the ro-vibronic region, a number of stud-
ies had been performed in the past. The first determination
of the extinction coefficient of I2 was published by Vogt and
Koenigsberger (1923). Other studies followed by Rabinow-
itch and Wood (1935), Kortüm and Friedheim (1947), Sulzer
and Wieland (1952), and Tellinghuisen (1973) establishing
the latter’s result ofσI2(500 nm)=(2.20±0.07)10−18cm2 as
the most reliable one. Absorption cross section in this con-
text and throughout this text is defined as a molecular quan-
tity of cm2 per molecule (SI units: cm2). The recent obser-
vation of I2 in the marine boundary layer by Saiz-Lopez and
Plane initiated further studies on the absorption cross section.
Studies by Saiz-Lopez et al. (2004) as well as previously un-
published results by Bauer et al. (2004) followed yielding
(2.29±0.27) 10−18cm2 and (2.25±0.09) 10−18cm2 respec-
tively. In recent laboratory studies on the determination of
absorption cross sections of iodine oxides as well as related
kinetics studies (e.g. EU Framework 5 Program THALOZ)
the knowledge of the absorption cross section of I2 is an im-
portant prerequisite to any quantitative analysis adding fur-
ther to the newly increased interest in I2.

Both issues, quantitative spectroscopy for DOAS with typ-
ical low resolution and the absolute absorption cross section
of I2 at 500 nm are being addressed in this work.

2 Reference spectra of I2 or DOAS

Due to the measurement process performed with a moder-
ately resolving spectrometer and a semi-conductor detector
array, any measurement of unresolved rotational lines will be
dominated by instrumental artefacts. One reason for this is
the unresolved irregular distribution and mixing of strongly
absorbing and absorption free spectral sections within the
low-resolution recording. The instrumental artefacts will be
a non-linear function of column density (the product of ge-
ometric path length and concentration). Likewise such mea-
surements are prone to containsaturatedrotational lines, i.e.
lines which are too strong to allow any measurable inten-
sity to pass at their specific wavelength. This is especially
true of laboratory measurements in which it is tempting to
use optical densities of the order of 0.5 to 1.0 to improve the
signal to noise ratio. Already at I2 vapour pressure (room
temperature) and a path length of 10 cm a large number of
I2 rotational lines between 510 nm and 560 nm are at optical
densities above 3. If the Beer-Lambert law is directly applied
to the detector output of measured intensities, an apparent
optical density Aapp will be obtained, which is not linear in
concentration. Fig. 1a shows two spectra recorded at signif-
icantly different column densities under otherwise constant
conditions. Resolution was low and rotational lines were far
from being resolved. In the continuum range below 500 nm
the low column density spectrum is scaled to the high col-
umn density one. In the ro-vibrational region the apparent
optical density Aapp clearly grows sub-linearly with column
density. Opposed to that optical density at and below 500 nm
is continuous and therefore perfectly linear in column den-
sity. In the following Sect. 2.1 firstly the effect of resolu-
tion and binning on low-resolution recordings of the I2 ro-
vibronic spectrum will be studied. As a consequence from
the findings in the simulation section new reference spectra
for I2 were recorded to be used in atmospheric DOAS re-
trieval. The experiments and the analysis leading to these
new reference spectra are presented in Sect. 2.2.

2.1 Simulations

Spectra were simulated based on a high-resolution spec-
trum of I2 obtained with a Fourier Transform Spectrometer
(FTS), courtesy of Marcy and Butler (1992). Conditions for
this high-resolution spectrum are specified as signal to noise
S/N=1000, resolutionλ/1λ=400 000 (≈0.04cm−1), [I2] at
vapour pressure (room temperature) without bath gas and
10 cm optical path. A section of this spectrum is shown
in Fig. 1b. Clearly a considerable number of lines already
reaches OD of the order of 2 to 3. In the lack of other high-
resolution data recorded under lower OD and given the large
signal to noise ratio of that measurement, this spectrum was
nevertheless used as the ”true” spectrum in our simulations.
The spectrum was convoluted with a 0.3 cm−1 Lorentz pro-
file to simulate atmospheric pressure broadening (estimate
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Fig. 1. (a)Two low resolution absorption spectra of I2 were recorded at significantly different column densities. The low column density
spectrum was scaled to the other in the continuum region atλ<500 nm. In the ro-vibronic region above 500nm the high column density
measurement shows clear sub-linear growth with column density.(b) A section of the high-resolution absorption spectrum of I2 obtained
from Fourier Transform Spectrometer measurements is shown (≈ 0.04 cm−1), courtesy of Marcy and Butler (1992). To simulate atmospheric
pressure broadening, the spectrum was convoluted with a 0.3cm−1 Lorentz profile (bold line).
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Table 1. Spectra were simulated for different spectroscopic configurations. The effect on1σapp is based on an atmospheric column density
≈4.6·1015cm−2 and a reference spectrum recorded at≈4.6·1017cm−2. Atmospheric column density would be overestimated by up to 13%.
Configurations A, C, and D are typical atmospheric DOAS configurations. Especially the results for A and B indicate that not binning
(measured as FWHM/1λ) but resolution (FWHM) is the major source of this effect.

config. grating
[grves·mm−1]

1λ

[nm/pixel]
FWHM
[nm]

FWHM/1λ

[pixel]
effect on
1σapp

reference

A 1200 0.035 0.175
(0.25)

5
(7.1)

−2% Saiz-Lopez & Plane (2004)
this work

B 600 0.077 0.35 4.5 −5%
C 600 0.077 1.0 13.0 −12% Aliwell & Jones (1997)
D 300 0.154 1.3 8.4 −13% Richter (1997)

based on comparable air broadened half width in Rothman et
al., 2004). This curve is also shown in Fig. 1b. An FTS
recording of a Xenon lamp obtained at 2 cm−1 resolution
was interpolated onto the grid of the I2 spectrum to be used
as the reference intensity I0(λ). With these three data sets
low resolution and coarsely binned apparent optical densities
Aapp were then simulated under different spectroscopic con-
ditions defined by different FWHM of the (gaussian shaped)
instrument’s function, different linear dispersion and differ-
ent spectral width of the detectors pixels. Spectroscopic
conditions were chosen such that they also cover spectro-
scopic configurations of currently used DOAS instruments
(Roscoe et al., 1999 and references therein), see Table 1.
The high-resolution I2 absorption spectra (low pressure and
pressure broadened) were scaled to different amplitudes sim-
ulating differently strong true optical densities Ai(λ). The
change in peak height caused by pressure broadening was
taken into account. Thereby quantitative comparability was
maintained. Applying the Beer-Lambert law, the different
absorption measurements Ii(λ) were simulated:

Ii (λ)=I0 (λ) · exp[−Ai (λ)] (1)

Limited spectral resolution was simulated by convoluting
both Ii(λ) and I0(λ) with a gaussian shaped instrument’s
characteristic function S(λ). The resulting Ic,i(λ) and Ic,0(λ)

were then binned (numerically integrated) onto a grid of pix-
els of fixed size (continuousλ → discrete j) and from the
binned signals Ic,i(j) and Ic,0(j) an apparent optical density
Aapp,i(j) was calculated:

Aapp,i (j)=ln

(
Ic,0 (j)

Ic,i (j)

)
=

ln


λj+1∫
λj

+∞∫
−∞

S(u)·I0 (λ− u) du · dλ

λj+1∫
λj

+∞∫
−∞

S(u)·I0 (λ− u) · exp(-Ai(λ-u)) du · dλ

 (2)

This use of apparent optical density is the same as in the
study by Tellinghuisen (1973), who tackled the problem in
terms of apparent extinction. The peak amplitude of true op-
tical density Ai(λ) was varied such that it covered a range
of column densities from≈1.8·1015cm−2 to 6.4·1017cm−2

relevant for field (low end, compare Saiz-Lopez and Plane
2004) and lab (high end). For comparison, room temperature
saturated vapour pressure of I2 at 50cm path length produces
a column density of the order of 5·1017cm−2.

3 Results from simulated data

The comparison of the simulated spectra shows that the pres-
sure broadened spectra grow faster in apparent OD than do
the low pressure spectra, perfectly in line with the obser-
vations of e.g. Rabinowitch and Wood (1935). The faster
increase is caused by redistribution of absorption from the
line centres to the gaps between lines, compare Fig. 1b. The
same as for apparent OD as such is also true for the am-
plitude of differential structures in the apparent OD spec-
trum, see Figs. 2a and b. To detect any non-linear behaviour
of apparent OD with respect to column density (i.e. the
product of concentration and path length), one can either
plot apparent OD at a selected wavelength against column
density as independent variable. Or one normalises appar-
ent OD to column density and checks, whether the result,
i.e. apparent absorption cross section, is constant. Both
types of representation will be used below. As DOAS re-
lies upon differential spectra of apparent OD – designated
by 1Aapp(λ) –, these were extracted by subtracting a suit-
able slowly varying polynomial from Aapp(λ) and then nor-
malising the resulting1Aapp(λ) to column density to ob-
tain differential cross section1σapp(λ). In the absence
of non-linear effects the differential cross section1σ(λ)

would be independent of column density. But as non-
linear effects can not be neglected,1σapp(λ) is not inde-
pendent of column density and has therefore to be consid-
ered as an apparent quantity. The results for a selected band
(546 nm) and two different pressures are shown in Fig. 2a
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Fig. 2. (a) Based on the high-resolution FTS spectrum of I2 the apparent differential absorption cross sections1σapp were simulated for
different column densities of I2 (legend: column density in units of 1017cm−2). Shown is the effect on the 546 nm band at low pressure (left,
only I2) and atmospheric pressure (right: I2 plus 1000 mbar of bath gas). Increased column density systematically reduces the amplitude
of 1σapp. The effect is smaller at atmospheric pressure and large at low pressure.(b) Same as Fig. 2a but for 300 grooves·mm−1 and
1.3 nm FWHM. Legend: Column density in units of 1017cm−2. Structures are much more smoothed and the amplitude is reduced relative
to the 1200 grooves·mm−1 grating spectrum.
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Fig. 3. The amplitude of apparent differential absorption cross section of the 546 nm band was simulated for different spectroscopic
conditions (filled squares: 1200 grvs/mm, 0.175 nm FWHM, filled circles: 600 grvs/mm, 1.0 nm FWHM, filled triangles: 300 grvs/mm,
1.3 nm FWHM, open circles: 600 grvs/mm, 0.35 nm FWHM), different column densities (horizontal axis) and two cases of pressure (pan-
els left and right). Data is normalised to recently observed atmospheric column density of I2 (“field”). 1σapp is reduced leading to an
overestimation of column density of up to 13% (atmospheric case).

for a 1200 grooves·mm−1 grating at 0.175 nm FWHM and in
Fig. 2b for a 300 grooves·mm−1 grating at 1.3 nm FWHM,
both being currently used DOAS configurations. The ef-
fects of column density on1σapp(λ) are clearly visible,
even though the effect is smaller in the pressure broadened
case. The deviation from constant behaviour was quanti-
fied by firstly measuring the amplitude of differential struc-
ture from valley to peak. This amplitude was then plotted
against column density (Fig. 3). Compared were two col-
umn densities of≈4.6·1015cm−2 and≈4.6·1017cm−2, the
lower one corresponding to the order of magnitude observed
at the 8.4 km long path DOAS measurement at Mace Head
reported by Saiz-Lopez and Plane (2004). The larger one
corresponds to a laboratory measurement at room temper-
ature and saturated vapour pressure of I2 and 50 cm path
length. The comparison yielded the relative changes indi-
cated in the figure. Both at low as well as at atmospheric
pressure the amplitude of apparent differential cross section
is noticeably reduced by increasing column density. If a
high column density reference spectrum from the lab were
used for DOAS retrieval of low column densities, the lat-
ter would be overestimated correspondingly. In the pressure
broadened atmospheric case overestimation amounts to 2%,

12% and 13% for 1200 grooves·mm−1, 0.175 nm FWHM
(filled squares), 600 grooves·mm−1, 1.0 nm FWHM (filled
circles) and 300 grooves·mm−1, 1.3 nm FWHM (filled trian-
gles) respectively. Even though uncertainties in atmospheric
retrieval of I2 are currently dominated by effects of unknown
inhomogeneous distribution of I2 rather than by the spec-
troscopic effects discussed here, the magnitude of spectro-
scopic effects is nevertheless sufficiently substantial to jus-
tify their consideration. In the low pressure case overestima-
tion reaches 45% and is quite independent of spectroscopic
conditions. Use of DOAS in low pressure laboratory stud-
ies therefore requires great care in selecting an appropriate
reference spectrum. A simulation for 600 grooves·mm−1,
0.35 nm FWHM (Fig. 3, pressure broadened case, open cir-
cles) was also performed to examine the source of the ob-
served effect (Table 1). Comparing FWHM as well as the
ratio of FWHM upon1λ to the observed effect on1σapp
(esp. configurations A and B) shows that not binning – more
precisely the number of pixels covering a spectral feature –
but resolution expressed by FWHM is the major source of
the effect. This result can give an orientation what to expect,
but it can not be generalised, as the effect on1σapp is not
the same in each band, see Fig. 4. There the reduction of
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Fig. 4. Sensitivity of different bands to effects of resolution and binning was studied. The amplitude of1σapp was determined at different
bands and different spectroscopic conditions (same normalisation as in Fig. 3). It is plotted against column density of I2 (units: cm−2).
Clearly sensitivity to resolution is different in different bands. Note the partially mixed order of results obtained from different bands under
different conditions.

1σapp is plotted for three different bands (542 nm, 544 nm,
and 546 nm). Note the partially mixed order of curves in-
dicating differently strong and partially reversed effects for
different spectroscopic conditions. This different behaviour
of 1σapp in different bands presents a further problem, if ref-
erence spectra recorded at high column density were to be
used for DOAS retrieval of low atmospheric column densi-
ties. The found overestimation can be minimised by using
reference spectra recorded in the range of column density ex-
pected in the DOAS application. But it has to be kept in mind
that the found effects also dependent on instrument charac-
teristics defined by the instrument’s characteristic function
S(λ) and the pixel size used for numeric integration (bin-
ning).

Therefore the best approach is to dedicatedly measure I2
reference spectra with the DOAS instrument itself in the lab
at a column density which is similar to those expected in the
atmosphere. If the DOAS instrument itself cannot be used,
the second best solution is to use a spectrometer and detector
of same type and under the same spectroscopic conditions as
later in the atmospheric measurement. In this sense – given
the available equipment in our lab – the spectra presented
below were measured. With the two aspects “spectroscopic
conditions” and “atmospheric target column density” taken

into account, overestimation introduced by insufficient reso-
lution will be minimised to 1% or even less, see Fig. 3.

4 Method for largely varying column densities

If an absorber’s apparent spectrum should display significant
variation already on the scale of column densities expected in
the atmosphere (which is not the case for I2), a single refer-
ence spectrum “centred” in the middle of the expected range
does not suffice. Rather the expected range has to be covered
by a set of reference spectra1σapp(λ,Cj ) recorded at differ-
ent column densities Cj . These1σapp(λ,Cj ) have to be fitted
by a polynomial determined at each wavelengthλ to enable
interpolation of1σapp(λ,C) for arbitrary column densities C:

1σapp(λ, C) =

m∑
k=0

ak(λ) · Ck (3)

The variable of this polynomial is column density C. The
coefficients ak(λ) are determined to fit the discrete set of
1σapp(λ, Cj ). Instead of a simple differential reference spec-
trum 1σapp(λ) now the wavelength dependent coefficients
ak(λ) contain the information about the reference spectrum
plus the instrumental and column density dependent effects.
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Fig. 5. (a) The spectrum obtained in this work with a 1200 grooves·mm−1 grating and 0.25 nm FWHM is compared to a spectrum based
on the high-resolution data shown in Fig. 1 simulated for the same spectroscopic conditions as well as to an FTS spectrum obtained by
Saiz-Lopez et al., (0.1 nm step size, 4 cm−1 resolution). In the top graph the ratio between our measurement and the latter two compares the
systematic deviations between the different spectra.(b) Same as in Fig. 5a, but for the spectrum obtained with a 300 grooves·mm−1 grating
and 0.59 nm FWHM. The general behaviour of the ratio is the same as between the 1200 grooves·mm−1 grating and the FTS spectrum by
Saiz-Lopez. The low-resolution data by Tellinghuisen (1973, monochromator: trapezoidal slit function, 2.9 nm base, 2.3 nm peak width) is
also plotted for comparison (filled circle).

4.1 Measurement of reference spectra

To obtain I2 reference spectra for DOAS, absorption spec-
tra were measured at 1000 mbar (N2 grade 4.8 added) with
the set-up to be described below. The only difference was
in that measurements were performed in flow mode using
a different iodine reservoir. This enabled either a flow of
N2 through the iodine reservoir or bypassing it. Thereby
pressure and flow in the vessel could be maintained con-
stant between reference intensity and absorption intensity
measurements. Two spectroscopic configurations were used:
Firstly a 300 grooves·mm−1 grating and 50µm slit width (→
0.59 nm FWHM, 0.154 nm/pixel) covering the interval from
445 nm to 600 nm. This enabled direct determination of ap-
parent cross section in the ro-vibronic range, as the continu-
ous part of the absorption at 500 nm could be used for de-

termination of concentration. At 500 nm the absolute ab-
sorption cross section ofσI2(500 nm)=(2.19±0.02)cm2 de-
termined in this work (see below) was used.

A second reference spectrum was recorded with a
1200 grooves·mm−1 grating and 170µm entrance slit
(→0.25 nm FWHM, 0.035 nm/pixel) covering the range
from 543 nm to 578 nm (560 nm centre wavelength). This
corresponded to the conditions in Saiz-Lopez and Plane
(2004). There, atmospheric measurements were made
with an identical spectrometer as in this study (Acton
Research 500 mm Czerny-Turner spectrograph). With
the narrow spectral window of the 1200 grooves·mm−1

grating absolute calibration of apparent differential cross
section was achieved by additional measurements be-
fore (index “b”) and after (index “a”), which were cen-
tred at 500 nm. Measurements were performed in the
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Fig. 6. A spectrum of I2 was recorded with a 1200 grooves·mm−1 grating spectrometer at 0.25 nm FWHM and low column density of
6.9·1015cm−2 (open circles). It is compared to an FTS spectrum recorded at somewhat larger column density 3.1·1016cm−2, 0.1 nm step
size, 4 cm−1 resolution corresponding to approx. 0.12 nm FWHM at 550 nm (solid line). Effects due to different column density are minor.
The disagreement in differential amplitude is most likely due to different resolution.

order I0,560 nm,b(λ), I0,500 nm,b(λ), I500 nm,b(λ), I560 nm(λ),
I500 nm,a(λ), I0,500 nm,a(λ), and I0,560 nm,a(λ). During the
three absorption measurements of I500 nm,b(λ), I560 nm(λ),
and I500 nm,a(λ) concentration of [I2] was maintained con-
stant in the vessel. Between the intensity references
I0,560 nm,b(λ) and I0,560 nm,a(λ) and the middle absorption
measurement I560 nm(λ) the spectrometer had to be moved
for each of the 500 nm measurement blocks. Errors due to
this were negligible, because the uncertainty in reproducibil-
ity of spectrometer position was better than 0.03 nm. This
is small with respect to the in the region 543 nm to 578 nm
smooth and slowly varying spectrum of the Xenon arc lamp,
which was used in these experiments. By the described pro-
cedure absolute calibration of concentration was transferred
from 500 nm to the apparent optical density spectra in the
structured region.

Wavelength calibration was obtained by recording the
emission spectrum of a line source (Platinum-Chromium-
Neon and Mercury-Cadmium). Calibration was checked
and improved by calibrating the measured spectrum against
the convoluted high-resolution FTS spectrum from Marcy
and Butler. This had a wavelength accuracy of better than
0.001 nm (corresponding to 0.04 cm−1 resolution as upper
limit of wavelength accuracy). In the calibration of the

I2 spectrum measured with the 1200 grooves·mm−1 grat-
ing, eight band maxima of I2 distributed evenly across the
spectral range were used. The mean error of calibration
ranged between 0.02 nm and 0.04 nm setting the uncertainty
to±0.04 nm. The same procedure was used for the measure-
ment recorded with the 300 grooves·mm−1 grating. 33 band
maxima distributed across the interval from 510 to 580 nm
were used. The mean error of calibration ranged between
0.03 nm and 0.11 nm setting the uncertainty to±0.11 nm.
FWHM was determined from the apparent shape of isolated
emission lines from the mercury-cadmium line source.

5 Resulting spectra

A section of the I2 reference spectrum obtained for the 1200
grooves·mm−1 measurement is shown in Fig. 5a. Also
shown are the simulated spectrum based on the FTS data
from Marcy and Butler (1992) and the FTS spectrum mea-
sured by Saiz-Lopez et al. (2004), to our best knowledge
the only other I2 reference spectrum published for use in
DOAS. For comparability the latter is scaled to the cross sec-
tion at 500 nm of (2.19±0.02)·10−18cm2 as determined in
this work.
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Transfer of concentration from 500 nm was accomplished
with an uncertainty of about 4%, which was estimated by
comparing empty vessel measurements “before” and “after”
and which was confirmed by comparing spectra obtained
from different series of spectra. The signal to noise ratio in
our spectrum is of the order of 70:1 determined from a ra-
tio of two independent measurements. In the centre region
around 562 nm all three spectra coincide well, compare the
ratios of spectra, top graph of Fig. 5a. But the general pat-
tern of ratios displays reversed inclination for the two cases
with a crossing point at the centre. While the ratio with the
simulated spectrum (convoluted Marcy and Butler) continues
smoothly with regular differential structures, the ratio with
the FTS spectrum by Saiz-Lopez shows a clear jump near
the centre and surprisingly different differential structure in
the two halves of the considered interval. Band correlated
structures coincide systematically with the top and bottom
of the steep blue flanks of the bands and reach up to 10%.
In the FTS spectrum itself effects of step size (0.1 nm) are
clearly visible, where band heads are levelled off and flanks
appear bent and irregular (picket-fence effect, see e.g. Berg-
land 1969). The grating spectrum displays regular flanks and
clear band heads, in general agreeing better with the smooth
shape and amplitude of the simulated spectrum.

Figure 5b shows the spectrum obtained with a grating of
300 grooves·mm−1. No transfer of calibration was necessary,
asλ=500 nm was included in the spectral interval. Three se-
ries of at least 10 spectra each were recorded. Effects of de-
posit on the windows and light source drift were corrected.
The scatter between the spectra was of the order of a few
percent, which is too small to cause non-linear effects in OD.
Therefore all were scaled at 500 nm to the I2 cross section
determined below. From their scatter in differential structure
(2.5%) and the uncertainty in cross section the uncertainty
of the spectrum is conservatively estimated as 3%. Signal to
noise was determined atλ<500 nm to be of the order of 50:1.

The ratio between the 300 grooves·mm−1 spectrum and
the FTS spectrum by Saiz-Lopez et al., shows the same gen-
eral pattern as the ratio of the 1200 grooves·mm−1 grating
spectrum and their FTS spectrum. Band correlated structures
are larger and at the same positions as above.

5.1 Discussion and conclusion

With respect to the inclination of ratios it is interesting to
note that to the blue side of the observed turning point the
C(151u)←X(160g+) and B(350u+)←X(160g+) transitions
are relevant while to the red the A(351u)←X(160g+) be-
comes dominant (compare Tellinghuisen 1973 and Gray et
al., 2001). This explains the inclination of the ratio with re-
spect to the simulated spectrum, as the original Marcy and
Butler FTS spectrum was obtained without intensity refer-
ence measurement. Any smooth continuous absorption in-
cluding the continuous C(151u)←X(160g+) transition was
therefore lost in the calculation of OD from their data. The

simulated spectrum therefore has to fall below any measured
spectrum. The remaining deviation from a ratio of 1.0 could
be caused by inaccurate scaling of the simulated spectrum.
This was determined iteratively and only roughly as the main
purpose was comparison among the simulated spectra. The
differential structures in the ratio follow the pattern of the
ro-vibrational bands and are likely due to oversimplification
of the instrument’s function in the simulation process (gaus-
sian). The same is true of the artificial pressure broadening
with a Lorentz profile of idealised fixed width. Apart from
that, strong and possibly saturated lines present in the origi-
nal Marcy and Butler data could be responsible as well.

The deviations in the ratio between our spectra and that
by Saiz-Lopez et al., are less easily understood (compare
also Fig. 6). It is important to note, that the general pattern
of the ratio is the same for the 1200 grooves·mm−1 and the
300 grooves·mm−1 grating spectrum, which were obtained
in different sets of experiments. At first sight the observed
behaviour could indicate a – for technical reasons necessary
joining of different sections of FTS recordings near 560 nm.
But this is not the case, as the different sections were joined
by linear weighting from 500 to 555 nm (Saiz-Lopez, pri-
vate communication). The column density in the recording of
their FTS spectrum was 3.1·1016cm−2, which is only a factor
of 4.5 larger than in our measurements. This excludes col-
umn density dependent effects as well. Rather different reso-
lution and possibly light source drift or deposit causing broad
band changes of throughput are likely to explain the observed
discrepancies. Resolution in our spectrum (Fig. 5b) was at
0.25 nm FWHM. In the FTS recording it was a factor of two
smaller at 4 cm−1, which at 550 nm corresponds to 0.12 nm.
This is nearly the same as the chosen step size of 0.1 nm in
their spectrum, explaining the observed picket fence effect in
their spectrum. While comparability is somewhat limited by
different resolution and step size, the presented spectra are in
reasonable agreement with the FTS spectrum by Saiz-Lopez
et al. Consistency of our measured and simulated spectra
supports the validity of the conclusions drawn from the sim-
ulations. For measurements with 1200 grooves·mm−1 grat-
ing and FWHM of 0.175 nm no significant problems have
to be expected from different column density. But in other
spectroscopic configurations at low resolution, i.e. FWHM
of 1.0 nm and above, the effects by different column density
become significant. This justifies dedicated measurements
of reference spectra at target column density and with the
DOAS instrument itself or at least with the same type of in-
strument. As the effect of column density in such cases is
of the order of somewhat more than 10%, an approximate
knowledge of the target optical density can be obtained by
neglecting this effect. In a second step the improved refer-
ence spectra at target column density can then be determined
to improve the atmospheric retrieval. The two absorption
spectra presented in this work were both measured under col-
umn densities of the order of 1016 cm−2 which according to
Saiz-Lopez and Plane (2004) is close to those expected in the
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Fig. 7. In the determination of absorption cross section of I2 simultaneous measurements of OD and pressure were used. Absorption spec-
troscopy was performed with a Xenon lamp, a spectrometer and CCD camera. A flip mirror enabled near-real time light source monitoring.
Pressure in the vessel was automatically monitored with a 0.001 to 1.0 mbar capacitance barometer.

atmosphere. Furthermore they were recorded under spectro-
scopic conditions which are typical for currently used DOAS
configurations. Both spectra are available as supplementary
data to this publication (http://www.atmos-chem-phys.net/6/
2177/2006/acp-6-2177-2006-supplement.zip).

6 Absorption cross section of I2 at 500 nm

6.1 Experimental set-up

A schematic diagram of the set-up is shown in Fig. 7. It com-
prises a reaction vessel, a grating spectrometer, and a CCD
camera (charge-coupled device) as detection system. The re-
action vessel is made of glass and has no thermal insulation
or stabilisation. Experiments were performed at room tem-
perature. The length of the vessel was (26.4±0.2)cm. This
was the shortest vessel available, thus enabling higher iodine
concentrations without too large optical densities. Larger
concentrations enabled more accurate measurement of pres-
sure. To avoid I2 condensation, the partial pressure was al-
ways kept below saturated vapour pressure. The optical win-
dows of the vessel are made from fused silica (50 mm dia).
A 150W Xenon arc lamp (Hamamatsu) was used as light
source for absorption spectroscopy. After having traversed
the vessel, the analysis light was directed into a Czerny-
Turner spectrometer (Acton Research, 500 mm focal length)
operated alternatively with one of three different gratings
(1200 grooves·mm−1 holographic, 300 grooves·mm−1 and
150 grooves·mm−1, both blazed at 300 nm). As resolution
is not an issue for the determination of absolute absorption

cross section in the continuum range at 500 nm, the measure-
ments were performed with the 150 grooves·mm−1 grating
(0.32 nm/pix, 0.58 nm FWHM at 25µm entrance slit), which
provides the largest intensity signals. Spectra were recorded
with a CCD camera (Roper Scientific) with a 1024×1024
silicon detector chip (0.26µm pixel width, SiTE). To en-
able monitoring of the light source during absorption mea-
surements and thus to account for possible light source drift,
a second beam of light was passed parallel to the vessel.
With a flip mirror the light was directed either via the vessel
or directly from the light source towards the spectrometer.
Pressure in the vessel was the crucial parameter in the de-
termination of concentration. Therefore it was measured us-
ing a temperature stabilised capacitance pressure transducer
(MKS Baratron 627 B) with 0.001 to 1 mbar range, allow-
ing for high linearity, low hysteresis and reproducibility of
the pressure readings (specified±0.12% of reading). For
recording spectra at atmospheric pressure a capacitance pres-
sure transducer of 1100 mbar maximum range was also con-
nected. Zero point correction was performed with a Penning
type pressure head (Edwards, 10−3 to 10−7 mbar).The tem-
perature of the gas in the vessel, ambient temperature and
the temperature of the reservoir were all measured with cal-
ibrated 3 wire Pt 100 temperature sensors. The manufac-
turer’s specification for the sensors is±0.07 K. The trans-
ducers were calibrated and specified to the same accuracy
of ±0.07 K. As a conservative error estimate for tempera-
ture measurement±0.5 K was assumed based on a compar-
ative measurement. The vessel was connected to a reservoir,
where the iodine was maintained. The pressure in the reser-
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estimate forσI2(500 nm). Data for two other wavelengths from the ro-vibronic region (λ>500 nm) is shown, demonstrating the non-linear
behaviour of apparent OD in that region due to resolution issues.

voir was monitored with the same type of temperature sta-
bilised and high accuracy capacitance pressure transducer as
the one connected to the vessel, but with 0.01 to 10 mbar
range. Pressure heads, vessel and iodine reservoir were con-
nected to the vacuum pump such that all could be evacuated
independently of each other. During all experiments pres-
sure and temperature readings from all sensors were auto-
matically recorded in sufficiently short time intervals to cover
all changes accurately. The I2, resublimed p.a., was obtained
from ACROS Organics, C.A.S No.:7553-56-2.

6.2 Determination of the absorption cross section of I2

The absorption cross section was determined by simultane-
ously determining optical density via spectroscopic measure-
ment and concentration via pressure and temperature mea-
surement including careful leak rate correction.

6.2.1 Spectroscopic measurements

Each spectroscopic measurement consisted of a recording of
the detector’s dark signal, followed by repeated alternating
measurements of the light source directly and through the
vessel respectively. “Vessel” measurement and “direct” mea-
surement consisted each of a fixed number of accumulations.

By this alternating procedure a near-simultaneous recording
of both was achieved which enabled a highly effective cor-
rection of possible light source drift. Prior to each measure-
ment series the accuracy of drift correction was verified by
a set of such measurements without gas in the vessel. In a
preparatory experiment over half an hour a light source drift
occurred with a trend of the order of 0.02/h to 0.03/h plus ir-
regular scatter of±0.005, all in units of optical density. The
drift was deliberately forced by irregularly venting the xenon
arc lamp to create “worst case condition” for this test. By
the described near real-time monitoring the long term drift
could in all test measurements be corrected except for an ir-
regular scatter in the averaged optical densities of less than
±0.0025 in units of optical density (determined as the stan-
dard deviation across a corrected measurement of zero opti-
cal density). “Coloured” structures in the uncorrected optical
density spectra of empty vessel measurements, which were
caused by light source drift (i.e. deviations from the expected
gaussian white noise of an ideal empty vessel measurement
free of drift) were to a high degree but not completely re-
moved. The remaining systematic error from drift was con-
servatively estimated to±0.006. The error of an original
measurement was estimated in the sense of a maximum er-
ror as the sum of the standard deviation of a corrected empty
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vessel measurement (±0.0025) plus the estimated remaining
error from drift (±0.006) yielding±0.0085. All reference –
i.e. empty vessel – and absorption measurements – with I2 –
were performed in this way. It is pointed out that accumula-
tion of deposit on the vessel windows is not corrected by this
approach. This is taken into account below.

Wavelength calibration was obtained from measurements
of a mercury cadmium line source. Only isolated lines
were used for wavelength calibration. Unresolved groups
of neighbouring lines were rejected. Wavelength with re-
spect to the 500 nm absorption cross section of I2 is given
in air. Note: Spectra in the previous section are given in
vacuum wavelength for direct comparability with FTS (and
other) spectroscopic measurements.

6.2.2 I2-handling and measurement procedure

The leak rates of the empty reservoir and the vessel were de-
termined to be 0.3µbar·min−1 and 2.1µbar·min−1 respec-
tively. In both cases the increase of pressure with time,
which was caused by the leak rate, displayed a clear linear
behaviour on the time scale of our measurements. A linear
fit to the vessel’s pressure readings covering a 4 h leak test
resulted in a correlation coefficient of R2=0.99998 justifying
linear extrapolation of the leak rate on the time scale of our
measurements.

Prior to each filling both the vessel and the I2-reservoir
containing solid I2 were evacuated separately to remove any
foreign gases. Then the reservoir was closed to allow the
build-up of gas phase I2. The vessel was also closed and a
number of spectroscopic reference measurements (each a set
of vessel and direct intensity measurements) were performed
on the evacuated vessel, providing the error estimate for the
spectroscopic measurements and also the empty vessel refer-
ence for the determination of OD. Parallel to that the pressure
in the vessel was monitored to check the leak rate of the ves-
sel.

In the next step the I2-reservoir was connected to allow
the I2-vapour to stream into the vessel. In general the fill-
ing proceeded initially through a fast burst resulting from
the pressure gradient between the I2-filled reservoir and the
evacuated vessel. After that, filling proceeded much slower
dominated by the release of I2 from solid to gas phase in the
reservoir, where the I2 vapour was no longer in equilibrium
with the solid phase. In the measurements the vessel was
preferably filled using the fast initial burst. This assured that
partial pressure of I2 was always below the saturated vapour
pressure and condensation of I2 thereby minimised.

After filling, the reservoir was disconnected from the ves-
sel and a number of simultaneous pressure readings and spec-
troscopic measurements were recorded. This filling and mea-
surement procedure was repeated in several steps each time
adding some more I2 into the vessel to collect data for differ-
ent concentrations. Overall pressures in the vessel were al-
ways below 0.7 mbar and well within the range of the 0.001

to 1 mbar pressure transducer. Partial pressure of I2 was ob-
tained by correcting the time series of overall pressures for
leak rate. The simultaneous temperature measurements en-
abled conversion to concentration. The partial pressure of I2
in the vessel was always below 0.35 mbar. The vapour pres-
sure of I2 at 298 K is 0.40 mbar (Chase 1998). Condensation
on surfaces and windows was thereby minimised.

7 Analysis

In spite of the partial pressure of I2 being below saturated
vapour pressure, still wall loss of I2 occurred in the vessel.
It led to a slow but visible reduction of both partial pressure
of I2 as well as of optical density in the spectroscopic mea-
surement. The latter covered the spectral range from 340 to
660 nm including the whole visible absorption spectrum of
I2. The correlation between both effects was high. Therefore
wall loss is automatically compensated in our determination
of σI2. However, the built-up of deposit on the windows was
spectroscopically observed. The absorptions of gas phase I2
and deposit were separated by multiple multivariate linear
regression of the observed time series of spectra. In this re-
gression two observed time profiles were used as coefficients,
the first of which contains dominantly the deposit’s absorp-
tion (340 nm to 380 nm, averaged) and the second containing
I2 observed at 500 nm. This approach produced two continu-
ous, smooth and non-negative separated spectra of I2 and de-
posit. The fit proved the contribution of deposit at 500 nm to
be negligible, while becoming increasingly important from
485 nm (worst case: 3% relative to optical density of I2) to
the blue side of the spectrum (20% at 460 nm). Consequently
the recordings at 500 nm can be safely regarded as free of de-
posit within less than 1% relative to the I2 absorption. Fur-
thermore, at and below 500 nm the spectrum of I2 is smooth
and free of rotational structure. OD calculated from the pixel
outputs is free of instrumental artefacts related to resolution
issues and should therefore vary linearly with partial pres-
sure, i.e. concentration of I2. OD measured at 500 nm was
plotted as a function of concentration. A linear fit with zero
intercept yielded the cross sectionσI2 at 500 nm as the slope
of the obtained line.

8 Results for the absorption cross section of I2

Figure 8 shows the obtained OD of one of the two mea-
surement series as a function of concentration and the cor-
responding linear fit. OD is normalised to unit path length.
Each data point is the average of 4 to 6 individual spectro-
scopic determinations of optical density recorded at a certain
I2 partial pressure. Each spectroscopic determination is the
average of 50 individual accumulations of “vessel” and “di-
rect” as described above. The high quality of both linear fits
for the two series is expressed by correlation coefficients of
R2=0.99951 and 0.99846 respectively. The uncertainty of
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Table 2. Comparison of results for the absorption cross section
of I2 at λ=500 nm. The average was obtained by using the inverse
squared error of each individual measurement as a weight. The error
was determined by error propagation.

σ I2(500 nm)
(10−18cm2)

method

2.20±0.07 vapour pressure Tellinghuisen (1973)
2.29±0.27 vapour pressure Saiz-Lopez et al. (2004)
2.25±0.09 independent Bauer et al. (2004)
2.186±0.021 independent this work
2.191±0.02 weighted average

concentration (abscissa) was determined after correction of
all systematic effects covered by measurement, i.e. leak rate
and temperature drift. It therefore contains only the uncer-
tainties of the pressure head and the temperature sensor as
stated by the manufacturers after error-propagation. The un-
certainty of optical density (ordinate) is based on the afore-
mentioned maximum uncertainty of 0.0085 in units of opti-
cal density and that of the measured length of the vessel of
(26.4±0.2) cm. Note that the uncertainty of 0.0085 is not
yet normalised to unit path length. In the linear regression
the estimated uncertainties of both axes were taken into ac-
count in the determination of the linear fit parameters and
their error estimates (Press et al., 1986: Chapt. 15.3). The
error estimate of the obtained cross section therefore con-
tains both the uncertainty of the observational data (pres-
sure and OD) and the scatter of the individual data points
with respect to the linear fit. The results for the cross sec-
tion σI2(500 nm) obtained from the two series of data are
(2.194±0.010)·10−18 cm2 and (2.158±0.018)·10−18 cm2 (Re-
sults are stated with the relevant number of significant deci-
mal places plus an additional one – reduced in size – to min-
imise round-off errors in future use of the data). Using the in-
verse squared error as weight, a weighted average was calcu-
lated, the error of which being determined by error propaga-
tion. This yields (2.186±0.009)·10−18 cm2. The uncertainty
in wavelength calibration was converted to an uncertainty of
absorption cross section via the derivative of the spectrum
at 500 nm. Assuming an uncertainty of one pixel in wave-
length calibration the uncertainty in cross section amounts
to ±0.012 cm2, which is again conservative, as the accu-
racy of wavelength calibration is of sub-pixel order. The
final uncertainty of the cross section in the sense of a max-
imum error estimate is obtained by adding the uncertainty
obtained from the linear regression and that from wavelength
uncertainty yielding the final result of our experiments to be
σI2(500 nm)=(2.186±0.021)·10−18 cm2.

9 Discussion

The absorption cross section determined in this way is an
original determination of cross section being independent of
vapour pressure data. It agrees very well with the recently
published results, which are shown in Table 2. The disagree-
ment between different data is always well within the stated
uncertainties. The determination of Bauer et al. was also
independent of vapour pressure using an approach similar
to ours. The careful and extensive study by Tellinghuisen
used vapour pressure data by Stule (1961) and Shirley and
Giauque (1959). Light source drift was compensated by a
two beam optical arrangement with beam alternator. The
study by Saiz-Lopez et al. also used vapour pressure ref-
erence data, which they measured independently and which
agrees well with the previously published data (Chase 1998,
Shirley and Giauque 1959). Based on the results listed in
Table 2a weighted average was calculated, which used the
reciprocal squared errors of the individual results as weights:

σI2(500 nm)=(2.191±0.02)·10−18 cm2

The error of the weighted mean was determined by error
propagation. Stated is a 1σ -error.

10 Conclusions

In the context of atmospheric DOAS measurements of I2
the effect of different column density in reference spectrum
and atmospheric spectrum was studied. Used was the ro-
vibronic spectrum of I2 in the range of 540 nm to 580 nm.
For different typical DOAS configurations the systematic er-
ror was estimated, which results from using a high column
density laboratory spectrum as reference spectrum for DOAS
retrieval of low atmospheric column densities. The errors
were found to depend in first place on limited resolution, i.e.
large FWHM and only in second place on bin-size defined
by grating and pixel size. For a 1200 grooves·mm−1 grat-
ing and 0.175 nm (close to the conditions in Saiz-Lopez and
Plane 2004) the effect proved to be minor at 2%. But for
spectroscopic conditions, in which for other reasons FWHM
is chosen to be larger at 1.0 nm and above (see Roscoe et al.,
1999), it is non-negligible, leading to an overestimation of
atmospheric I2 column density of the order of 12 to 13%.
For two typical DOAS spectroscopic configurations refer-
ence spectra were dedicatedly measured at low column den-
sities similar to atmospheric values and with typical DOAS
instrumental conditions. The spectra are available as sup-
plementary data (http://www.atmos-chem-phys.net/6/2177/
2006/acp-6-2177-2006-supplement.zip). For low pressure
measurements overestimation of column density was found
to reach as much as 45%. Use of DOAS in low pressure lab-
oratory studies therefore requires great care in selecting or
determining appropriate reference spectra.

The absolute absorption cross section of I2 at
500 nm in the continuum region was determined
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in an independent measurement. The result of
σI2(500 nm)=(2.186±0.021)·10−18 cm2 agrees very well
with previously published data and the uncertainty could
be reduced by more than 50%. A weighted average of
σI2(500 nm)=(2.191±0.02)·10−18 cm2 of the recent determi-
nations is suggested as the best available estimate for the
absorption cross section.
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